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MODELING OF TIME CONSTITUENTS FOR SPEECH UNDERSTANDING Bernd Hildebrandt, Gernot A. Fink, Franz Kummert, Gerhard Sagerer
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ABSTRACT The analysis and interpretation of time constituents is important for most applications of speech understanding systems. Problems can be caused by the varying distribution of constituents. A basic set of time constituents were found in a corpus of domain specific (train schedule) utterances. A distributed representation of surface structure models and an incremental semantic analysis is used to manage the complexity. The knowledge base of the speech understanding system that provides the framework for the analysis and interpretation of time constituents uses the semantic network language ERNEST. Keywords:



Speech Understanding, Time Constituents



1. INTRODUCTION In a speech understanding system there are several domains of analysis and interpretation. Firstly, the system has to recognize single words in a torrent of speech sounds. Secondly, the system combines words to constituents, i.e. it performs a syntactic analysis. It also has to reconstruct the meaning of the utterance in question, i.e. it performs a semantic interpretation. Every step can be executed independently. However, it is more efficient, if the system follows a strategy alternating between data and model driven phases [4, 5]. This becomes obvious in the analysis and interpretation of time constituents, which is important for most applications of speech understanding systems (SUNDIAL, ATIS, ASL, VERBMOBIL). The area our research is concerned with is train schedule information. Since diverse time constituents are distributable in variable positions within an utterance, problems of modeling can emerge. For example, it is possible to say „Ich m¨ochte am Dienstag um acht Uhr abends nach Bielefeld” (I want to go to Bielefeld on Tuesday at 8 o’clock in the evening.) or „Am Dienstag m¨ochte ich abends um acht Uhr nach Bielefeld”. Both sentences have the same meaning and in spoken language even the following version would be acceptable: „Am Dienstag m¨ochte ich abends nach Bielefeld um acht Uhr.” During the analysis a basic constituent network computes a possibly underspecified temporal interpretation. Since more than one of those networks may form a complex time constituent the interpretations have to be combined consistently on a semantic level. This process of merging underspecified temporal This research was supported by the German Ministry of Research and Technology (BMFT) under grant number 01IV102A0. Only the authors are responsible for the contents of this publication.



structures can also be applied to time constituents found in subsequent dialogue steps that specify the time intended more and more precisely.



2. LINGUISTIC ANALYSIS The linguistic analysis is based on semantic network representation of linguistic knowledge using the ERNEST formalism [6]. Important features of ERNEST are the modified concepts, which represent concept descriptions incorporating constraints arising from analysis, and adjacency matrices. The latter serve to describe well formed sequences of the concepts’ components. Furthermore, ERNEST enables a uniform representation of all knowledge that is needed for a linguistic analysis [8]. However, the description of linguistic knowledge is distinguished between various levels of abstraction. • The hypothesis level forms the traditional interface between acoustic recognition and linguistic analysis. • The syntactic level consists of concepts describing the structure of syntactic constituents. • On the semantic level the meaning of syntactic components is described by a framework that uses problem independent noun frames and verb frames of the deep case theory [2]. • The pragmatic level consists of concepts that represent task specific knowledge. Semantic descriptions are restricted to their specific use in the task domain of train information. Additionally, concepts interfacing with a database are provided. • On dialogue level the possible user and system utterances and the relationship between them are described. Actually, the modeling allows a first request from the user followed by system requests for detail or confirmation until a database query can be made. Then a train schedule answering the request is offered to the user. The aim of this linguistic analysis is the instantiation of a concept that represents each dialogue step of the user. Due to the uncertainty of the word recognition module, and due to the wide variations of utterances in spoken language neither a strictly data driven nor a pure model driven strategy appears to be reliable. Therefore, the system uses a strategy working both on acoustic data as well as on expectations derived from the linguistic model [4]. New hypotheses are formed not of a sequential processing of the speech signal but on the basis of structural relations. Thus, hypotheses are accepted if they satisfy the restrictions resulting from the constraint propagation process within the semantic network.



3. MODELING OF TIME CONSTITUENTS Time constituents are one kind of syntactic unit, which organize semantic concepts. In a corpus of domain specific (train schedule) utterances four types of time constituents can be found (see Figure 1). One type is the question phrase which asks for an answer about time. Other types are the time of day (hour, minute), the section of day (morning, night), and the date. Each type can be expressed by several means which to some extend have different syntactical structures. • The question phrase can be a single word phrase (‘wann’, ‘when’) or a complex phrase (‘um welche Zeit’, ‘at what time’). • Time of day can be a phrase which is built up coordinating hour and minute (‘um acht Uhr und zw¨olf Minuten’, ‘at eight hours and twelve minutes’) or relating them (‘um zw¨olf Minuten vor acht Uhr’, ‘at twelve to eight’); a phrase can also consist of hour and another unit of time (‘um dreiviertel acht’, ‘at a quarter to nine’). • Section of day can be a phrase with an adverb as nucleus (‘f¨ur abends’, no equivalent in English) or with a noun as nucleus (‘am fr¨uhen Abend’, ‘early in the evening’). • In the same way date can be expressed by an adverb (‘f¨ur morgen’, ‘tomorrow’) or by a noun (‘am Dienstag’, ‘on Tuesday’). In addition, the time point of speech can be relevant for the interpretation of date (‘am kommenden Dienstag’, ‘next Tuesday’) or date can be expressed in a rather absolute way (‘am f¨unften Mai’, ‘May 5th’) [7, 1].



time constituent in an utterance is analysed independently and tested for its syntactic coherence. For this purpose several modalities are defined, which represent different variations of constituent structures. A modality itself is defined with categories for which adjacencies are stipulated. Therefore, ‘f¨ur halb f¨unf’ (half to five) and ‘f¨ur viertel nach f¨unf’ (at a quarter past five) are coherent phrases, but not ‘f¨ur halb nach f¨unf’ (at half past five). These categories are not syntactical in nature like noun or adverb. They are rather influenced by semantic constraints in their ranges. For example, the extension of numbers, strictly speaking, word forms of ordinals, vary from the category that represents month (1-12) and the category that represents the day of month (1-31). Apart from that, the latter category can vary, which depends on the month mentioned. A semantic interpretation of the time constituent has to follow. However, it is not sufficient to reconstruct the correct time point. The system also has to detect whether the intended action (going by train) has to start at the time mentioned, before that time, after that time, or whether the intended action is supposed to happen within an interval, i.e. it happens between two time points. A semantic representation is necessary, which is capable of reflecting such conditions. Figure (2) shows the frame of the semantic time constituent representation. from
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The interpretation of intended action at a time point is represented by a frame in which both rows of a slot are instantiated. The interpretation of intended action before the time point mentioned implies that the starting point is unknown; thus, only the until row is instantiated.
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Figure 3



In spoken language only one of the four types or a combination of up to three of the types mentioned can be found within a single utterance. Furthermore, neither in spoken nor in the written language there seems to be any rule that restricts the position or the combination of time constituents in a sentence. The first step in order to manage this complexity and variability is the syntactic analysis on phrase structure level. Each



The interpretation of intended action after the time point mentioned is treated analogously, i.e. the from row is instantiated while the until row is left open. Surely, every type of time constituent needs a different algorithm to compute the correct time. Such an algorithm often depends on a modality. For example, if someone wants to go before the day mentioned, not the day mentioned is the crucial date, but the day before



that day (see example 1; below, there are examples of sentences numbered consecutively in parentheses). If someone wants to go after the date mentioned it is the other way round (see example 2). ( 2 ) Ich m¨ochte nach dem f¨unften Mai abfahren. (I want after May 5th to leave.) from
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As mentioned above, there is one case with syntactic constraints. This case also needs a semantic reinterpretation, which can be motivated by example (5). ( 5 ) Ich m¨ochte vor Freitag abend nach Bielefeld fahren. (I want to go before Friday evening to Bielefeld.) Supposing, Friday is on September 3rd, then the first seperated interpretation results in a representation saying: Before Friday, hence Thursday (September 2nd) at the latest, and in the evening. But this is a false interpretation because the meaning of (5) is on Friday (September 3rd) before evening. Thus, syntactic information can lead to semantic reinterpretation, and the system is able to reconstruct a correct representation (see Figure 7).



Figure 4
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The second step consists of analysis and interpretation on sentence structure level. Then, after the treatment of seperated time constituents, the time interpretation needs to be tested for consistency and merged into one single representation. Just one case of section of day can be found with syntactic constraints on this level (see below, example 5). All the other modalities of time constituent types are relevant only to the semantic combinations; i.e. if the system has two or more items of information, let us say the date and the time of date, it can merge them (see example 3). ( 3 ) Am neunten Mai m¨ochte ich um 20 Uhr nach Bielefeld fahren. (On May 9th I want to go to Bielefeld at 8 o’clock p.m..)
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Figure 5



On top of that, on the sentence structure level, it is often possible to resolve ambiguities. In German single time expressions are often ambiguous; e.g. ‘um acht Uhr’ can refer to 8 a.m. or 8 p.m.. If sufficient information is given such an ambiguity can be resolved (see example 4). Figure 6 shows the steps of interpretation. First, the time of day and the section of day are interpreted independently: ‘abends’ (evening) is currently defined as 5–11 p.m., and taking ‘um acht Uhr’ (at 8 o’clock) literally in German means 08.00 a.m.. Second, time of day and section of day are merged, resolving the ambiguity of ‘um acht Uhr’ into 08.00 p.m.. ( 4 ) Ich m¨ochte um acht Uhr abends nach Bielefeld fahren. (I want to go at 8 o’clock evening to Bielefeld.)
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Figure 7



As a last step, time representation must be merged on dialogue level. If the system has found an utterance with time constituents, it asks the user for verification of the time computed. A user seldom replies just ‘yes’ or ‘no’. But mostly he adds new information about time. In such a case, the system begins to construct a time representation as shown above. Then, it tries to merge the new time representation with the old one. If the user confirms the system’s interpretation, the merging algorithm is similar at sentence structure level. A negation by the user does not mean inevitably that he is negating the whole interpretation, which would compel the system to start anew. Quite often, the negation refers only to the date or to the time of date (see example 6). The system has to detect, what kind of negation is meant, and it has to react accordingly. ( 6 ) - Ich m¨ochte morgen um acht Uhr nach Bielefeld fahren. (I want to go tomorrow at eight o’clock to Bielefeld.) - (system reply) - Nein, um acht Uhr abends. (No, at eight o’clock evening.) 4
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Figure 8 Interpretation of the first utterance



20



20



8



8



00



00



00



00



+



17



23



00



00



!



20



20



00



00



Figure 9 Interpretation of the second utterance
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Figure 10 Merging of both utterances



Furthermore, it appears to be reasonable that the system is able to ask for uncertain or missing bits of information immediately. An uncertain item of information is for example an ambiguous time constituent like ‘um zwei Uhr’ (at two o’clock). A user seldom wants to go by train at 2 o’clock at night, although it might happen. In those cases in which clues for disambiguation are missing the system should be able to ask for exact information. The system should react in the same way, if it has no information about the day. The drawing of inference using the current day as default is no reliable strategy.



4. RESULTS To assess the reliability of the modeling presented, 36 sentences with time constituents were analysed. These sentences were taken from a small corpus of 51 dialogues of spontaneous utterances of 43 naive speakers collected at Hannover Industrial Fair 1993. Since the conditions in the exhibition hall were unfortunate (e.g. background noise) the word recognition system was left in no position to produce trustworthy word hypotheses. The speakers recognizing those problems tended to use only simple phrases from the second dialogue step onwards. Therefore, we embedded the time constituents uttered into standardized sentence frames like „Ich m¨ochte ‹Zeitkonstituenten› nach Bielefeld fahren.” (I want to go ‹time constituents› to Bielefeld.). total
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Figure 11 Results



27 sentences were successfully analysed and interpreted. The analysis of two sentences failed, since one syntactical structure was not taken into consideration. The remaining seven sentences need some more comment. Some of these sentences could only be analysed partially. Nevertheless, because of the robustness of the system [3] an acceptable train schedule was produced for each request. Other sentences were correctly analysed, but under pragmatic considerations the interpretations were questionable. For example, the ambiguity of time of day constituents mentioned leads to an insufficient interpretation if the phrase goes ‘am Freitag um zwei Uhr’ (on Friday at 2 o’clock), since the output will be 2 o’clock a.m., which



is unlikely to be correct. Nevertheless, a time like 8 o’clock is more likely to be correctly interpreted as 8 a.m., since it is a usual time for journeys. As shown above, in a complete dialogue the user is able to correct the system’s interpretation if necessary by adding bits of information. All in all, 75 % of time structures found in the corpus were analysed completely, and only 5,5 % could not be analysed (see Figure 11).



5. OUTLOOK The modeling of time constituents in a train schedule information system is just one field of application. There are several more. We think that the way of modeling time constituents presented can also be used to model other fields of application, e.g. appointments of time. Even time constituents that are not future related but express time points in the past appear to be based on analogous structures and interpretation. Thus, we believe in principle to have found a general way of modeling time constituents efficiently. Detailed definitions of categories and modalities, which are by no means a trivial matter, remain to be done.
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