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Abstract Dynamic code evolution allows changes to the behavior of a running program. The program is temporarily suspended, the programmer changes its code, and then the execution continues with the new version of the program. The code of a Java program consists of the definitions of Java classes. This thesis describes a novel algorithm for performing unlimited dynamic class redefinitions in a Java virtual machine. The supported changes include adding and removing fields and methods as well as changes to the class hierarchy. Updates can be performed at any point in time and old versions of currently active methods will continue running. Type safety violations of a change are detected and cause the redefinition to fail gracefully. Additionally, an algorithm for calling deleted methods and accessing deleted static fields improves the behavior in case of inconsistencies between running code and new class definitions. The thesis also presents a programming model for safe dynamic updates and discusses useful update limitations that allow a programmer to reason about the semantic correctness of an update. Specifications of matching code regions between two versions of a method reduce the time old code is running. All algorithms are implemented in Oracle’s Java HotSpot VM. The evaluation shows that the new features do not have a negative impact on the peak performance before or after a dynamic change. Kurzfassung Dynamische Evolution erm¨ oglicht den Eingriff in das Verhalten eines laufenden Programms. Das Programm wird tempor¨ ar angehalten, der Programmierer ver¨ andert den Quelltext und dann wird die Ausf¨ uhrung mit der neuen Programm-Version fortgesetzt. Der Quelltext von Java-Programmen besteht aus den Definitionen von Java-Klassen. Diese Arbeit beschreibt einen neuartigen Algorithmus f¨ ur die unlimitierte dynamische ¨ Neudefinition von Java-Klassen in einer virtuellen Maschine. Die unterst¨ utzten Anderungen beinhalten das Hinzuf¨ ugen und Entfernen von Feldern und Methoden sowie Ver¨ anderungen der Klassenhierarchie. Der Zeitpunkt der Ver¨ anderung ist nicht beschr¨ ankt und die aktuell laufenden Ausf¨ uhrungen von alten Versionen einer Methode werden fortgesetzt. M¨ogliche Verletzungen der Typsicherheit werden erkannt und f¨ uhren zu einem Abbruch der Neudefinition. Ein Algorithmus f¨ ur das Aufrufen von gel¨oschten Methoden und f¨ ur den Zugriff auf gel¨ oschte statische Felder verbessert das Verhalten im Fall von Inkonsistenzen zwischen den gerade laufenden Methoden und den neuen Klassendefinitionen. Die Arbeit pr¨ asentiert auch ein Programmiermodell f¨ ur sichere dynamische Aktualisierungen und diskutiert n¨ utzliche Limitierungen, die es dem Programmierer erm¨ oglichen, u ¨ber die semantische Korrektheit einer Aktualisierung Schlussfolgerungen zu ziehen. Die Angabe von gleichartigen Quelltextbereichen zwischen zwei Versionen einer Methode reduzieren die Zeit, in der noch alte Methoden ausgef¨ uhrt werden. Alle Algorithmen sind in der Java HotSpot VM von Oracle implementiert. Die Evaluierung zeigt, dass die neuen F¨ahigkeiten weder vor noch nach einer dynamischen Ver¨anderung einen negativen Einfluss auf die Spitzenleistung der virtuellen Maschine haben.
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Chapter 1



Introduction 1.1



Dynamic Changes to Programs



Researchers investigated the problem of updating the code of a running program early in programming history [1]. The research focused on procedural programming languages, where a dynamic update replaces the implementation of functions and conversion routines update the data sections. With the advent of object-oriented languages, class member declarations and subtype relationships became important parts of a program’s behavior. A true dynamic code update now also has to include object layout changes and changes to the semantics of method calls due to a new class hierarchy. Using a virtual machine (VM) to execute programs helps solving these new challenges. The VM increases the possibilities for dynamic code evolution because of the additional abstraction layer between the executing program and the hardware. The main tasks of this intermediate layer are automatic memory management, dynamic class loading, and program verification. The algorithms for dynamic changes to class definitions presented in this thesis make heavy use of the existing infrastructure of the VM. In Java, dynamic changes are currently known as hotswapping, because they are restricted to swapping method bodies only. The enhancement of hotswapping to allow additional kinds of dynamic changes is however a high priority for many Java developers. This is shown by the votes for requests for enhancements on the official Oracle website (Bug ID: 4910812) [2], where the request for enhancing hotswapping is among the requests with the most votes.



2 Old Program class A {



New Program 1



class A’ {



protected int x;



2



protected int x;



public final int foo() {



3



public int foo() {



return x; }



4



return x;



5



}



6



} }



7 class B {



8



}
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class B’ extends A’ { private int y;



10



public int foo() {



11



return x + y;



12 13



} }



Figure 1.1: An example for a change to an object-oriented program.



Figure 1.1 shows a motivational example of redefining two Java classes with new versions. The new version defines a new supertype for class B. Instead of inheriting from the Object class, B now inherits from A. Additionally, B has a new method foo that overwrites the foo method of A. At the same time, the foo method of A is no longer declared final. Changes to classes may depend on each other such that they have to be carried out together. In the example, the change of B cannot be performed without the change of A, because the new version of B overrides a method that was declared final in the old version of A. Changing first A and then B would be a valid order. However, such an order cannot be found in the case of cyclic dependencies where an additional change in A depends on a change in B. Therefore, the class redefinition in Java must be performed as an atomic replacement of a set of classes. Changes to class definitions may have implications on already existing object instances of those classes. In the example, the instances of B get two new fields: One field x inherited from A and another field y that was added to class B. Therefore, the size and the object layout of existing instances of B change. The goal of this thesis is to explore the problem of dynamically changing definitions of statically typed, object-oriented programs. The thesis presents an algorithm for efficient implementation of arbitrary changes to loaded classes in a VM. Additionally, it discusses semantic correctness of changes and presents possible applications of the new dynamic update features. The VM for unlimited class redefinition that was developed as part of this thesis is called Dynamic Code Evolution VM (DCE VM).
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Figure 1.2: Different levels of code evolution.



1.2



Levels of Evolution



Several classifications of dynamic changes have been published [3, 4]. Based on our experiences of impact on the complexity of the implementation within the VM, we propose the distinction of four levels of code evolution as shown in Figure 1.2: Swapping Method Bodies: Modifying only the bytecodes of a Java method without changing other parts of the class definition is the simplest possible change. There are no references from other classes to the actual bytecodes of a method, so the change can be done in isolation from the rest of the system. This is the only kind of change that is implemented in the current product version of the Java HotSpot VM. It is known as hotswapping. Adding or Removing Methods: The VM maintains a data structure for every class that contains a virtual method table and an interface method table (see Section 2.3). Changing the set of methods of a class can imply changes to the entries and the size of those tables. Additionally, a change in a class can have an impact on the method tables of a subclass (see Section 3.2). The table indexes of methods may change and make machine code that contains fixed encodings of them invalid (see Section 3.6). Machine code can also contain direct references to existing methods that must be invalidated or recalculated. Adding or Removing Fields: Until this level, the changes only affected the metadata of the VM. Now the object instances need to be modified according to the changes



4 in their class or superclasses. The VM may need to convert the old version of an object to a new version that has different fields and a different size (see Section 3.4). If object sizes increase, we use a modified version of the mark-and-compact garbage collector (see Section 3.5). If they decrease or stay the same, no garbage collection is necessary. Added fields need to be either initialized with default values, or by running custom code for every existing instance of a redefined class. Similarly to virtual method table indexes, field offsets are used in various places in the interpreter and in the compiled machine code. They need to be correctly adjusted or invalidated. Adding or Removing Supertypes: Changing the set of declared supertypes of a class is the most complex dynamic code evolution change for object-oriented languages. For a class, this can mean changes to its methods as well as its fields. Additionally, the VM class objects need to be modified in order to reflect the new supertype relationships. Removing a supertype requires additional type safety checks and is not possible in all cases (see Section 4.2). When a developer changes the signature of a method or the type or name of a field, the VM sees the change as two operations: a member being added and another being deleted from the class. Modifications of interfaces can be treated similarly to modifications of classes. Adding or removing an interface method affects subinterfaces and the interface tables of classes which implement that interface, but has no impact on instances. Changes to the set of superinterfaces have a similar effect. Another possible kind of change in a Java class is modifying the set of static fields or static methods. This does not affect subclasses or instances, but can invalidate existing machine code (e.g., when this code contains static field offsets). Additionally, a class redefinition algorithm needs to decide how to initialize the static fields: either run the static initializer of the new class or copy values from the static fields of the old class. Changes to Java programs can also be classified according to whether they maintain binary compatibility between program versions or not [5]. The light grey areas of Figure 1.2 represent binary compatible changes; the dark grey areas indicate binary incompatible changes. With binary compatible changes, the validity of old code is not affected. We define old code as bytecodes of methods that have either been deleted or replaced by different methods in the new version of the program. When an update is performed at an arbitrary point, a Java thread can be in the middle of executing such a method. Therefore, old code can still be executed after performing the code evolution step. Binary



5 incompatible changes to a Java program may break old code. Chapter 4 discusses possible problems and the solution chosen for the DCE VM.



1.3



Applications and their Requirements



Dynamic code evolution can be used in different domains with their own sets of requirements. We distinguish four main applications of dynamic code evolution:



Accelerated Development. When a developer frequently makes small changes to an application with a long startup time, dynamic code evolution significantly increases productivity. The developer can modify and recompile the program after suspending it at a breakpoint. Then, he can resume the program including the modifications instead of stopping and restarting it. For example, modifying the action performed by a button in a graphical user interface does no longer mean that the whole program has to be closed. The main requirement is that the code evolution step can be carried out at any time and the programmer does not need to perform additional work, e.g., provide transformation methods for converting between the old and the new version of object instances or specify update points. The performance of program execution is also important as an application could do intensive calculations before the first breakpoint is reached or between two consecutive breakpoints. Long-Running Server Applications. Critical server applications that must not be shut down can only be updated using dynamic code evolution. The server applications must not be slowed down before or after performing the code evolution. The main focus lies on safety and correctness of an update. We believe that this can only be achieved by designing an application with code evolution in mind and by performing the update only at certain points in time. Also, not using all possible kinds of updates helps to obtain safety. Dynamic Languages. There are various efforts to run dynamic languages on statically typed VMs (see for example [6]). Dynamic code evolution is a common feature of dynamic languages. VM support for this feature therefore simplifies the implementation of dynamic languages on statically typed VMs. The requirement here is that small incremental changes (e.g., adding a field or method) can be carried out fast.



6 Dynamic Aspect-Oriented Programming. Dynamic code evolution is also a feature relevant for aspect-oriented programming (AOP). There are several dynamic AOP tools that use the current limited possibilities of the Java HotSpot VM for dynamic code evolution [7, 8, 9]. Those tools can immediately benefit from enhanced code evolution facilities. The focus of our implementation is on supporting accelerated development. In this thesis, we broaden the view by also approaching the safety challenges when updating longrunning server applications and discuss a programming model for safe updates (see Chapter 5). We present a case study that combines the DCE VM with a dynamic AOP tool (see Section 6.3). Support for small incremental changes is discussed as possible future work (see Section 9.2).



1.4



State of the Art



This section briefly describes two commonly used approaches to dynamic class redefinition for Java. For a detailed comparison of our work with other systems, see Chapter 8. The two main solutions for Java available at the time of writing this thesis are: Hotswapping. The current version of the Java HotSpot VM has the ability to swap the definitions of method bodies at run time. This is based on the work done by Dimitriev [5, 10]. Many Java debuggers have a command for applying code changes made during a debugging session that triggers hotswapping. The program will continue running with the new method definitions. Old methods that are currently active will continue to run the old version. The main limitation is that it is only allowed to swap the definition of method bodies. Changing any other part of the class definition requires a restart. In particular, hotswapping does neither support adding or removing of methods or fields nor changing the supertypes of a class. Bytecode Rewriting. Based on the ability to swap method bodies, bytecode rewriting techniques try to simulate more advanced class redefinition. Additional indirections are inserted in order to intercept the normal semantics of Java bytecodes. For example, an instance field access is replaced by a method call that looks up the field value from a hash table. While this relaxes some of the restrictions of hotswapping, bytecode rewriting techniques suffer from bad performance due to the additional



7 indirections. Also, Java stack traces and debugger information do not reflect the original program but contain additional entries due to introduced artificial methods. This thesis advances the state of the art for dynamic code evolution for Java. To the best of our knowledge, the DCE VM is the first VM for a statically typed, object-oriented language that supports unlimited class redefinition capabilities without compromising execution performance. For a detailed list of contributions, see Section 9.1.



1.5



Project Context and Activities



The thesis was created as part of the long-running and successful research collaboration between the Institut for System Software (formerly Institute for Practical Computer Science) at the Johannes Kepler University Linz and Oracle (formerly Sun Microsystems). The collaboration started in 2000 when Hanspeter M¨ossenb¨ ock enhanced the HotSpot client compiler with an intermediate representation in static single assignment (SSA) form [11]. Since then, various research papers and theses have been published in the area of compiler construction and virtual machines. Here is a list of selected publications: • Michael Pfeiffer and Christian Wimmer implemented a linear scan register allocator [12, 13]. • Thomas Kotzmann explored an algorithm for escape analysis [14, 15]. • Christian Wimmer created a version of the VM that supports object co-location [16], object inlining [17], and array inlining [18]. His work is summarized in a journal publication [19]. • The author of this thesis developed an array bounds check elimination algorithm that optimistically moves bounds checks out of loops and groups checks [20, 21]. Additionally, he created a visualization tool for the program dependence graph of the Java HotSpot server compiler [22, 23]. • Christian H¨aubl published optimizations for the representation of String objects [24]. • Lukas Stadler created an experimental VM version that supports continuations and coroutines [25, 26].



8 • A visualization tool for the client compiler was developed as a combined effort of several student projects [27].



The author’s work on dynamic code evolution started in 2008 as part of the collaboration with Sun Microsystems. In summer 2008, the author worked as an intern at Sun Labs as a member of the Maxine VM [28] team. He implemented a debugging client for the Maxine VM [29]. In February 2009, the first open source version of the DCE VM was published. In summer 2009, the author interned again at Sun Labs working on a Java port of the HotSpot client compiler and compiler-runtime separation [30]. In September 2009, the current state of the dynamic code evolution research was presented at the JVM Language Summit in Santa Clara, CA. In March 2010, Guidewire (an insurance software company heavily using Java) joined the project by funding two research assistants (Kerstin Breiteneder and Christoph Wimberger). They helped stabilizing the DCE VM by writing additional test scenarios and implemented dynamic mixins for Java (see Section 6.2). In April 2010, the project was enriched by starting a collaboration with Walter Binder and his Dynamic Analysis Group from the University of Lugano. Their dynamic aspect-oriented programming tool HotWave benefits from the dynamic evolution capabilities of the DCE VM and the combination of the two tools opens up new possibilities (see Section 6.3). In June 2010, the implementation reached an important milestone by passing all of Oracle’s internal class redefinition tests, in addition to an increasing set of self-written unit tests. In September 2010, the dynamic code evolution project was presented for the first time to a broader audience at the JavaOne conference in San Francisco, CA. At the same time, the author launched a website for the DCE VM with links to the source code and binaries for easy installation. The website immediately received significant attention in terms of page views and binary downloads. Several papers have been published covering different aspects of the author’s research on dynamic code evolution. This thesis summarizes and extends the algorithms and results presented in these publications:



• Conference paper about the class redefinition algorithm [31] (see Chapter 3), published in the Proceedings of the 8th International Conference on the Principles and Practice of Programming in Java (PPPJ’10).



9 • Workshop paper on the design of the dynamic aspect-oriented programming tool built on top of the DCE VM [32], published in the Proceedings of the 7th ECOOP’10 Workshop on Reflection, AOP and Meta-Data for Software Evolution. • Tool demonstration paper outlining two use cases of the DCE VM [33], published in the Proceedings of the 9th International Conference on Generative Programming and Component Engineering (GPCE’10). • Journal paper extending the base algorithm with performance improvements and safe binary incompatible changes [34] (see Chapter 4), currently under review for publication in the journal Science of Computer Programming.



1.6



Structure of the Thesis



Chapter 2 gives an introduction to the Java HotSpot VM with a focus on the parts modified for the DCE VM. Chapters 3 to 5 comprise the main body of this thesis, which is divided into three parts: Chapter 3 describes the algorithm developed for the core functionality. Chapter 4 discusses problems due to changes that remove class members or supertypes and presents the solutions chosen for the DCE VM. Safe update regions are introduced in Chapter 5. This section also presents restrictions necessary to guarantee safety properties of a class redefinition. Chapter 6 describes three case studies of applications of the DCE VM: A modified NetBeans version to support on-the-fly GUI development, a prototype implementation of dynamic mixins for Java, and a dynamic aspect-oriented programming tool. Chapter 7 gives a performance and a functional evaluation of the DCE VM. Chapter 8 discusses related work and Chapter 9 lists the contributions, discusses future work, and concludes the thesis.



Chapter 2



The Java HotSpot VM The algorithms described in this thesis were being developed on top of the current production version of Oracle’s Java HotSpot VM. This section presents the main components of the HotSpot VM with a focus on the parts that are most relevant for class redefinition. The HotSpot VM is an open source production-quality VM that executes Java bytecodes. It forms part of the OpenJDK project and is actively developed by Oracle. The name derives from its main characteristic: Instead of optimizing the whole program, it focuses on frequently executed “hot spots” in the code. It is available for a wide variety of operating systems (Solaris, Windows, Linux, . . . ) and for different processor architectures (IA32, AMD64, SPARC, . . . ). The machine code examples of this section focus on the AMD64 version of the VM. Figure 2.1 shows the components of the VM that were adapted for dynamic code evolution. The Java bytecodes (see Section 2.1) represent the executed Java program. At first, all bytecodes are interpreted (see Section 2.5). When the invocation frequency of a method exceeds a predefined threshold, the bytecodes of the method are compiled to machine code. Further calls to the method then target the machine code and execute faster. At the start of the VM, the user can choose between two compiler configurations: The client compiler performs light-weight optimizations and is therefore suitable for short-running client applications whose startup time matters. The server compiler performs heavy-weight optimizations and is suitable for long-running server applications. Both compilers use optimistic assumptions that may later be invalidated (e.g., by a newly loaded class). Therefore, it is necessary that compiled code can be deoptimized [35]: The execution of this code is resumed in the interpreter. In order to be able to opti-
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Figure 2.1: Main components of the Java HotSpot VM.



mize methods with long-running loops, the VM also supports the opposite mechanism: Transferring execution of a method from the interpreter to the compiler, also known as on-stack-replacement [36]. The garbage collector enables automatic memory management (see Section 2.7). Unreachable Java objects are collected and removed from the heap. Java classes are dynamically loaded at run time (see Section 2.2). Class loaders are responsible for providing the bytecodes of a class, whenever it is necessary to use a class while executing a Java program. The VM class objects are stored in the system dictionary (see Section 2.3 and Section 2.4). The class redefinition mechanism is responsible for replacing the definition of loaded classes (see Section 2.8). It is part of the HotSpot VM since version 1.4, but it is limited to only change the bodies of methods. This thesis extends the mechanism to allow arbitrary changes.



2.1



Java Bytecodes



Java source files are compiled to Java class files (e.g., with the javac command line tool). The class files contain a compressed and platform-independent description of the Java class. When compiling method bodies, the structured Java control flow (e.g., for, while, or if) is converted to conditional jump bytecodes. Also, the javac compiler transforms several Java language constructs into more low-level constructs to simplify their implementation in the VM. Such Java language features include generics, enumerations, the finally block, and variable length parameter lists.
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Figure 2.2: A Java method and its corresponding bytecodes and referenced constant pool entries.



A class file contains a constant pool that is organized as a symbol table of the class. Java bytecodes reference constant pool entries when their specification requires additional parameters (e.g., a field or a method description). A constant pool entry can be referenced by multiple bytecodes. Also, it can reference other constant pool entries. This way the size of the class file remains small. Figure 2.2 shows a sample Java class with a field x and a method get. The method has one local variable: The receiver (i.e., the this pointer) is stored at the local variable with index 0. The bytecodes of the method operate on an execution stack where the inputs to a bytecode are taken from the stack and the result is pushed onto the stack. The first bytecode is aload 0 and pushes the value of the local variable with index 0 (i.e., in this case the receiver) onto the top of the stack. The getfield instruction pops the object instance from the stack and pushes the value of the accessed field. The specification of the field is provided as a reference to a constant pool entry. This entry points to two other entries: One for the field holder and one for more information about the field. The entry for the field holder finally points to a text entry containing the name of the class. The other entry is divided into one pointer to the field name “x” and one pointer to the field type, specified as the shortcut “I” for int. After the execution of the iconst 2 bytecode, two values are on the stack: The value of the field and the constant 2. Those two values form the input for the imul instruction that pops two values from the stack and pushes the result. The ireturn instruction finally returns the value that is on top of the stack.
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Figure 2.3: Initialization states when loading a Java class in the HotSpot VM.



2.2



Class Loading



Java classes are dynamically loaded while the program is running. When the interpreter finds a constant pool entry referring to a class name, it asks the runtime to resolve the name to a VM class object. The runtime delegates the task of finding the binary data of a class to a class loader. The class loader can then either try to find a Java class file on the local hard drive or retrieve the data from a different source (e.g., a network stream). Class loaders form a tree hierarchy with the initial (bootstrap) class loader at the root. A class loader first delegates the search for the class to its parent class loader. Only if the parent class loader cannot find the class, it tries to load the class itself. Before the class bytes are deserialized, the VM notifies any registered class file transformers of the java.lang.instrument API (see Section 2.8.3). They may modify the class bytes before the new class is loaded. Then, the VM class objects holding VM specific data about the Java class are allocated. Figure 2.3 shows that this is the first initialization state of a class. The VM parses the class bytes and adds the VM class object to the type hierarchy (see Section 2.3). Now the state of the class is advanced to loaded. In the linking phase, the methods of the class are verified. The VM must make sure that malicious bytecodes cannot cause security problems. The Java program could be loaded from an untrusted network source and it is therefore necessary to guarantee that the program cannot escape the Java security model. The verifier checks that the operands of every Java bytecode have the correct type (e.g., that a number is not misused as an object pointer). The verifier also checks subtype relationships (e.g., in case of assigning a value to a reference field). This subtype check can trigger loading of other classes. After successful verification, the class is marked as linked. The next step is that the newly loaded class is being initialized. The VM makes sure that the superclass is initialized and then calls the static initializer. If the static initializer
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Figure 2.4: VM class object with embedded tables.



runs without exception the class is fully initialized. Otherwise an initialization error is reported.



2.3



Type Hierarchy



For every loaded class the VM maintains a class object that is linked with other class objects forming a type hierarchy. Figure 2.4 shows the structure of a VM class object. Most Java classes have only few supertypes, but the number of supertypes can be up to 216 implemented interfaces plus one superclass. The first supertype is stored as a direct field, the next 8 supertypes as an embedded vector, and for classes exceeding 8 supertypes an extra object array is allocated. The first loaded subtype of a class is referenced by a direct pointer, additional subtypes form a linked list of siblings. The Java mirror is the java.lang.Class instance for reflective access to the class. It contains a reference back to the VM class object for fast access. The class object contains four additional arrays that are embedded so that they can be accessed without additional memory indirection:



16 Virtual method table: A table with one entry for every method that can be overwritten in subclasses (i.e., for every method that is not declared private or final). Additionally, the table starts with one entry for every virtual method table entry of the superclass. If a class B overrides a method of a superclass A, the corresponding method table entry in B differs from that in A, otherwise they are the same. Interface method table: This table contains one subtable per implemented interface. Each subtable contains one entry per interface method, which references the method of the class that implements the interface method. Static fields: The static fields are divided into two parts: Static pointer fields that need to be processed for garbage collection and static primitive fields. The values of the fields are stored directly in the VM class object thus speeding up static field accesses. Instance pointer map: A bitmap tells the garbage collector which heap words in instances of this class are pointers. Knowledge of the exact location of pointers is a prerequisite for precise garbage collection.



2.4



System Dictionary



The system dictionary is used to store the VM class objects for all currently loaded classes. When the compiler, the interpreter, or the verifier finds a constant pool entry with a class name, it tries to look up the class in the system dictionary. If the class is not found, the VM triggers class loading. The dictionary is organized as a hash table with entries as shown in Figure 2.5. An entry is identified by the name of the class and the class loader. The hash index is computed using the identity hash codes of those two objects. The identity hash code of the name can be used, because the VM always uses the same objects for two identical class names. The entry itself contains a reference to the VM class object, a reference to the class loader, and optionally a list of protection domains. A protection domain can be used to restrict access to a Java class. Java classes are loaded in parallel to the running application. Therefore, the VM needs to prevent possible race conditions when multiple threads try to define the same class. This is achieved by using the placeholder hash table: Before loading a new class, a thread checks whether a placeholder entry for the given class exists. If there is no such entry,
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Figure 2.5: The system dictionary that manages all loaded Java classes.



the thread places a new entry into the placeholder hash table. If the thread finds such an entry, it knows that another thread is currently loading the class and waits for the other thread to finish the operation. After loading a class, the placeholder entry is removed and a normal entry is added to the dictionary. Possibly waiting threads are notified when the class becomes available. Before checking or modifying the placeholder table, a global system dictionary lock is acquired.



2.5



Template Interpreter



The HotSpot VM contains two interpreter implementations: One interpreter written in C++ and one that generates machine code templates for all Java bytecodes that can occur in Java class files. The advantage of the C++ interpreter is the better portability, because its core part can be compiled for any platform supported by a C++ compiler. The template interpreter however is faster, because the Java bytecodes are executed using handcrafted machine code. It is the default configuration and works on the main architectures supported by the VM (IA32, AMD64, and SPARC). Figure 2.6 shows the calling conventions and the stack frame layout of the interpreter. Before invoking an interpreted method, the arguments are pushed onto the machine stack. Executing the AMD64 call instruction automatically pushes the return address. On method entry, the interpreter moves the return address above the area of the local variables. This is necessary, because the parameters are accessible as locals and should there-
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Figure 2.6: Interpreter calling convention, frame layout, and return convention.



fore be adjacent to any additionally reserved locals. Before returning from a method, the return value replaces the parameters as shown on the right side of the figure. There are two frequently accessed values cached in registers: r13 is a pointer to the memory location of the current bytecode that is incremented as the interpreter executes the method. r14 is a pointer to the first local variable and is used by the bytecodes that load and store local variables. The interpreter has utility methods for storing and restoring the values of those registers. This is necessary, when the interpreter calls runtime methods that may destroy register values. The interpreter frame has three pointers to method-specific objects for fast access: A pointer to metadata about the executed method, a pointer to an object where the interpreter should store profile information, and a pointer to the constant pool cache. The profile information is only used in the server compiler configuration. In this configuration, the interpreter saves branch target probabilities and dynamic types of values (e.g., for the receiver at invocation bytecodes). The compiler can then use this information for optimistic assumptions (e.g., that a certain code path is never executed). The constant pool cache saves information about resolved field accesses and method invocations. An uninitialized constant pool cache entry for a field access bytecode points to the constant pool entry that specifies the name of the field. Looking up the field offset based on the name is however a slow operation. Therefore, the interpreter stores the field offset directly in the constant pool cache entry for fast subsequent field access. For method invocations,



19 it caches either a direct pointer to the target method, a virtual method table index, or an interface method table index. The topmost element of the expression stack is the top of stack (TOS) element. The interpreter uses TOS caching, where this element is kept in a register between bytecodes. In case of the AMD64 template interpreter, the TOS register is xmm0 for floating point values and rax for all other values. The TOS type specifies the type of the value that is currently stored in the TOS register. This can either be a Java primitive type (byte, boolean, char, short, int, long, float, or double), an object reference, or none (i.e., the TOS register does not contain a value). A bytecode template has a TOS input type (i.e., the type of the value that is expected in the TOS register) and a TOS output type (i.e., the type of the value that is put into the TOS register). For every bytecode template, the VM generates an entry for every TOS type that maps the input value to the expected TOS input type. A separate bytecode dispatch table for every TOS type points to those typed entries. After executing a bytecode, the interpreter creates the dispatch code using the table corresponding to the TOS output type of the bytecode. Figure 2.7 shows two sample bytecode templates: One for iadd and one for dup. The iadd template has the TOS input type int and generates its value again into the TOS register rax. The template has two entry points: One where the first input value is in the TOS register and another one where it is on the stack. The input value must be an int value, therefore the dispatch table for TOS=Object has no pointer to the iadd template. The verifier guarantees that the input types for every bytecode are correct. The second parameter is retrieved from the machine stack using a popq instruction. The next bytecode is loaded into rbx using the bytecode address register r13. After incrementing the bytecode address, the int dispatch table and the retrieved bytecode is used for looking up the entry of the next template. The dup template does not require a TOS input and also does not produce its value into the TOS register. Its entry for TOS=none gets the input value from the stack and pushes it again. There are entries for the different possible TOS values that translate to the general entry by pushing the TOS register onto the stack. The dispatch after the bytecode is then performed using the dispatch table for TOS=none. The interpreter rewrites bytecodes when it has more specific information about them. An example is the getfield bytecode. The general version does not know the type of the retrieved value, but after resolving the field, the type is fixed. The bytecode is then
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Figure 2.7: Interpreter jump tables and machine code generated for the iadd and the dup bytecode.



rewritten to a new bytecode that produces its value into the TOS cache register. An additional optimization of the interpreter is the special handling of known math functions (e.g., Math.min). Instead of calling the method, it calls a machine code stub that performs the operation.



2.6



Deoptimization



Java threads can only be stopped at safepoints. Safepoints are, for example, method call instructions as well as backward jumps (in order to avoid long-running loops without safepoints). The number of safepoints should be small to reduce execution overhead, but it should be high enough such that every thread can reach the next safepoint quickly. Beside the use for deoptimization, safepoints are also used for pausing all threads before a garbage collection. At every safepoint, the VM knows which machine code locations contain object pointers, which is a precondition for precise garbage collection.



21 At a safepoint, the VM can also change the active execution point of a compiled method from the current machine code location to the corresponding bytecode position in the interpreter. This change from compiled code back to interpreted code is called deoptimization [35]. The VM constructs a new interpreter frame and sets the values of the local variables and the expression stack. For every safepoint, the compiler provides a mapping from machine locations (i.e., registers and stack slots) to interpreter values. In case of method inlining, more than one interpreter frame is constructed from one compiled frame. A possible reason for deoptimization is that the compiled code is based on assumptions that become invalid and therefore executing the compiled code is no longer correct. An example is a leaf type assumption (i.e., that a certain type has no subclasses). The compiler can use this assumption, e.g., to convert an instanceof check with the leaf type into a simple compare instruction. Dynamic class loading could however later invalidate this assumption by introducing a new subtype. The simple comparison is no longer sufficient and has to be replaced by a full subtype check. The machine code must no longer be used. Anyone currently executing the machine code needs to continue executing the method in the interpreter. The server compiler uses deoptimization also for placing uncommon traps in the compiled code. Instead of compiling a bytecode branch that is rarely or never executed, it places a deoptimize instruction that jumps to the interpreter if this branch is reached. The compiler makes such decisions based on branch probability information gathered by the interpreter. Reducing the number of compiled bytecodes speeds up compilation and in many cases also produces faster machine code, because the register allocator is not influenced by the liveness of values in rarely executed code paths. The assumptions about the class hierarchy and about never executed code paths are optimistic. Therefore, a mechanism to invalidate the machine code is necessary. If the method is later again frequently executed in the interpreter, the compiler creates new machine code for the method. Deoptimization is only possible for the topmost stack frame, because the interpreted frame can require a larger stack frame than the compiled frame. Therefore, deoptimization of a frame that calls another frame is delayed. The VM simply overwrites the machine code after the currently executed call machine instruction with a jump to the deoptimization code.
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Figure 2.8: Layout of objects on the Java heap.



2.7



Garbage Collector



The VM distinguishes between four different allocation areas: The Java heap, the native method stack, allocation arenas, and the C heap. Every newly allocated Java object is put onto the Java heap. Metadata objects of the VM are also allocated on the Java heap and include a normal Java object header. They are never directly exposed to the Java application, but they are subject to automatic memory management. Temporary VM data structures that do not escape the current method are allocated on the native method stack. Also, data structures that are used for scoping (e.g., for temporary thread transitions) are allocated on the stack. The compilers use allocation arenas to be able to deallocate all their temporary objects by freeing the whole arena after compiling a method. The C heap is only used when all other allocation areas are not suitable. This is because of the error-prone manual deallocation and the bad performance in case of frequent small allocations. Every object on the Java heap follows the layout shown in Figure 2.8. The object header consists of two heap words: The mark word is used for storing locks on the object and the identity hash code. If a single heap word is not sufficient, the mark word points to an extra heap object (e.g., when an object is locked whose mark word is already used for storing the identity hash code). The second object header word points to another heap object describing the type of the object. The minimal description available for an object is its size and the offsets where the object contains pointers, because the garbage collector requires this information for every object. In case of Java objects, the type word points to the VM class object that contains additional information (see Section 2.3). There is one object with a type pointer that recursively points to itself as shown for the right-most object in Figure 2.8. This object can give the description of itself to the garbage collector. The Java heap is split into multiple generations. The idea is to separate young objects from objects that already survived several garbage collections. The generation with young objects can then be collected more often, thus benefitting from the observation that in



23 object-oriented programs young objects often die young [37]. The HotSpot VM uses three different generations: The young generation, the old generation, and the permanent generation. The young generation is divided into a new and an old space. It uses a stop-and-copy collector where only live objects are copied from the new to the old space and then the roles of the two spaces are swapped. When an object survives a predefined number of such young generation collections, it is promoted to the old generation. The permanent generation is reserved for VM-internal data structures such as the metadata objects and class file data. When the old generation is full, the VM triggers a full garbage collection using a markand-compact algorithm. Figure 2.9 shows the four phases of the algorithm.



Mark. The goal of the first phase is to mark all live objects. The VM starts with the objects referenced by root pointers (e.g., pointers on the execution stack or pointers to the VM class objects in the system dictionary), marks them as live and then recursively visits the objects referenced by the marked objects. Forward Pointers. The VM now sweeps over the heap from the object with lowest to the object with highest address. Whenever it reaches a live object, it calculates the object’s destination position after the compaction. The new address of the object is stored at the position of the object’s mark word. If the mark word of the object is already in use (e.g., because the object is locked or its identity hash code has been set), the mark word is backed up. The VM maintains a list of backup entries that save a pointer to the object and its original mark word. Adjust Pointers. The VM needs to adjust the target of every pointer on the heap. Every pointer is updated to point to the forward location of its target. After this phase, the heap is in an inconsistent state, because the pointers are already adjusted to the forward location, but the objects are still at their original location. Compact. In the last phase, the VM copies the objects from their current location to the forward location. The objects are processed again sequentially starting with the object with lowest to the object with highest address. Finally, the backup list with the mark words is used to restore the mark words of the objects.
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Figure 2.9: The mark-and-compact garbage collection algorithm.



There are VM command line options to select other garbage collection strategies that parallelize the young generation or old generation collection. The algorithms presented in this thesis are however based on the serial garbage collection configuration that uses the mark-and-compact garbage collector.



2.8



Triggering Class Redefinition



Since JDK 1.4, the HotSpot VM is capable of redefining classes at run time. The code integrated into the VM is derived from the work done by Dimitriev [5, 10]. One of the main use cases of his work is dynamic profiling. The NetBeans IDE includes a Java profiler that is implemented using class redefinition [38, 39]. The redefinition can be triggered in three different ways that all result in the execution of the same code within the VM: Via the native Java Virtual Machine Tool Interface (JVMTI) [40], the Java Debug Interface (JDI) [41], or the java.lang.instrument API [42]. All three possibilities require an additional agent running within the VM. There is no way to directly change the definition of a class from within the Java application code. This



25 restriction does not have technical reasons, but hints at the fact that class redefinition is designed for use during debugging of Java applications.



2.8.1



JVMTI



The Java Virtual Machine Tool Interface (JVMTI) provides a native code interface into the VM that allows developers to install an agent for monitoring and controlling the running Java application.



The agent must be written in C++ and compiled into a



dynamic shared library. It can be attached to the VM with the command line option -agentlib:libaryname. Listing 2.1 sketches an example agent that redefines classes.



The Agent OnLoad



method is automatically called at VM startup time. An object of type jvmtiEnv is used to access the JVMTI methods. The agent can query or change the current state of the VM and also install callbacks for events (e.g., class loading or thread start events). The RedefineClasses method takes the number of classes and their bytecodes (as an array of type jvmtiClassDefinition) as arguments and immediately triggers class redefinition. The call blocks until the redefinition is completed and returns a JVMTI error code. typedef struct { jclass klass; jint class_byte_count; const unsigned char* class_bytes; } jvmtiClassDefinition; JNIEXPORT jint JNICALL Agent_OnLoad(JavaVM* jvm, char* options, void* reserved) { jvmtiEnv *jvmti; jvm->GetEnv(&jvmti, JVMTI_VERSION_1_2); // Use the JVMTI environment to redefine classes. jint count = ...; jvmtiClassDefinition* classes = ...; jvmtiError result = jvmti->RedefineClasses(&count, classes); return JNI_OK; }



Listing 2.1: Redefining classes using a native JVMTI agent.
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2.8.2



JDI



The Java Debug Interface (JDI) provides a Java API for connecting to a remote VM. The connection is accomplished using a network stream and the Java Debug Wire Protocol (JDWP) [43]. The remote VM must be started with the command line option -Xrunjdwp:transport=dt socket,server=y, such that it accepts incoming client requests. The JDI interface also allows starting the remote VM in a new process on the same machine. Listing 2.2 shows an example of starting a new VM instance and performing a class redefinition using JDI. A Connector object is used to launch a VM in a new process. A Map object specifies the classes to be redefined and their new bytecodes. The call to redefineClasses blocks until the redefinition is complete and throws an exception if it fails. import com.sun.jdi.*; // Launch and connect to the VM. Map arguments = ... VirtualMachine vm = Bootstrap.virtualMachineManager().defaultConnector(). launch(arguments); // Create map with classes that should be redefined. Map 
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