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Abstract Due to recent advancements in hardware technology, main-memory database systems are gaining more importance. This is because of the increasing capacities of the randomaccess memory over the years, as a result of which the entire data can now be held and processed within the limits of the available main-memory. In order to achieve a maximum performance, database operators in these systems need to be heavily tuned to exploit the capabilities of the underlying hardware, more specifically the capabilities of modern CPUs. To this end, software code optimizations relative to such hardware capabilities can be applied over an existing database algorithm. In our work, we study the performance behaviour of a set of code optimizations for the database join operator. For this, we adopt a set of optimization techniques from the literature and analyze their impacts on radix hash join algorithm.



Acknowledgements This thesis represents the end of my two years bonding with Otto-von-Guericke University Magdeburg for graduating with a Master degree. At this moment, I would like to express my gratitude to all the people who made it possible. First and foremost, I would like to thank Professor Gunter Saake for giving me an opportunity to undertake this thesis work in his department. I would also like to thank for all his encouraging lectures on database topics as part of my degree that really motivated me to approach this work. I would like to express my heartful gratitude to David Broneske for giving me a very big support throughout the course of this thesis. Without his assistance and supervision, it would have been much harder to accomplish this work. I would also like to appreciate his thoughtful comments and patience over my work that really helped me to get on the right direction. Also, I would like to thank Christian Kr¨atzer for his valuable time and consideration to be an external reviewer for this thesis. Finally, I would like to acknowledge my family members and friends who were very supportive and tolerant during every tough situation I faced all through my career.



Contents List of Figures



xii



List of Tables



xiii



List of Code Listings



xv



List of Algorithms



xvii



1 Introduction



1



2 Background 5 2.1 Main-Memory Database Systems . . . . . . . . . . . . . . . . . . . . . 5 2.1.1 Distinction between In-Memory Database Systems and Disk-Resident Database Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 6 2.1.2 Cache Sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . 7 2.1.3 Column-Oriented Storage Model . . . . . . . . . . . . . . . . . . 9 2.2 Main-Memory Joins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10 2.2.1 Sort-Merge Join . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 2.2.2 Hash Join . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14 2.3 Code Optimizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16 2.3.1 Vectorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17 2.3.2 Parallelization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21 2.3.3 Branch-Free Code Technique . . . . . . . . . . . . . . . . . . . . 24 2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27 3 Radix Join 3.1 Disadvantages of Canonical and Partitioned Hash Joins 3.2 Principle of Radix Join . . . . . . . . . . . . . . . . . . 3.2.1 Partition Phase . . . . . . . . . . . . . . . . . . 3.2.2 Join Phase (Build and Probe) . . . . . . . . . .



. . . .



29 29 30 30 33



4 Implementation of Optimization Techniques 4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.2 Serial Radix Join . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.3 Individual Optimizations . . . . . . . . . . . . . . . . . . . . . . . . . .



37 37 38 42



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



x



Contents 4.3.1



. . . . . . . . . . .



42 43 44 46 46 48 51 51 52 52 52



. . . . . . . .



53 53 56 60 61 62 65 68 70



6 Related Work 6.1 Code Optimizations for Database Operations . . . . . . . . . . . . . . . 6.2 Vectorization and Parallelization Techniques for Joins . . . . . . . . . .



73 73 74



7 Conclusion



77



8 Future Work



79



Bibliography



81



4.4



4.5



Partition Phase . . . . . . . . . . . . . . . . . . . 4.3.1.1 Vectorization . . . . . . . . . . . . . . . 4.3.1.2 Parallelization . . . . . . . . . . . . . . 4.3.2 Join Phase . . . . . . . . . . . . . . . . . . . . . . 4.3.2.1 Vectorization . . . . . . . . . . . . . . . 4.3.2.2 Parallelization . . . . . . . . . . . . . . 4.3.2.3 Branch-Free Code Implementation . . . Combination of Code Optimizations . . . . . . . . . . . . 4.4.1 Partition Phase – Parallelization + Vectorization 4.4.2 Join Phase – Parallelization + Vectorization . . . Summary . . . . . . . . . . . . . . . . . . . . . . . . . .



5 Evaluation 5.1 Evaluation Setup . . . . . . . . . . . . . . . 5.2 Preliminary Evaluation for Serial Radix Join 5.3 Projected Results for Optimized Variants . . 5.4 Evaluation of Optimized Variants . . . . . . 5.4.1 Partition Phase . . . . . . . . . . . . 5.4.2 Join Phase . . . . . . . . . . . . . . . 5.4.3 Overall Performance . . . . . . . . . 5.5 Summary of our Evaluation . . . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



. . . . . . . . . . .



. . . . . . . .



List of Figures 2.1



A simple representation of a three-level cache hierarchy . . . . . . . . .



8



2.2



Multi-way merging implemented as multiple 2-way merging – adopted from [CNL+ 08] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



12



2.3



¨ Canonical hash join – adopted from [BTAO13] . . . . . . . . . . . . . .



14



2.4



¨ Partitioned hash join – adopted from [BTAO13] . . . . . . . . . . . . .



15



2.5



Data-level parallelism via SIMD instructions – adopted from [ZR02] . .



18



2.6



Processing capabilities of SSE/SSE2 registers for various data types – adopted from [Bik04] . . . . . . . . . . . . . . . . . . . . . . . . . . . .



19



2.7



False sharing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



23



2.8



Five-stage CPU pipelining of depth 2 (RISC Pipeline) . . . . . . . . . .



25



2.9



Control hazards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



26



3.1



¨ Two-pass radix join – adopted from [BTAO13] . . . . . . . . . . . . . .



31



3.2



Two-pass radix partitioning (using 3 bits) . . . . . . . . . . . . . . . .



32



3.3



Classical bucket-chained hash table . . . . . . . . . . . . . . . . . . . .



33



3.4



¨ Improved bucket-chained hash table – adopted from [BTAO13] . . . . .



34



3.5



Improved bucket-chained hash table – lookup for 120 . . . . . . . . . .



35



4.1



Serial radix partitioning . . . . . . . . . . . . . . . . . . . . . . . . . .



40



4.2



Shared partitioning using 2 CPU core threads . . . . . . . . . . . . . .



45



4.3



Parallel join via task creation with n CPU core threads . . . . . . . . .



50



5.1



Partition phase – serial radix join (for dataset - 8MB : 128MB) . . . . .



57



5.2



Join phase – serial radix join (for dataset - 8MB : 128MB) . . . . . . .



59



xii



List of Figures 5.3



Overall performance – serial radix join (for dataset - 8MB : 128MB) . .



60



5.4



Partition phase – machine 1 (for datasets in set 1) . . . . . . . . . . . .



62



5.5



Partition phase – machine 1 (for datasets in set 2) . . . . . . . . . . . .



63



5.6



Partition phase – machine 2 (for datasets in set 1) . . . . . . . . . . . .



64



5.7



Partition phase – machine 2 (for datasets in set 2) . . . . . . . . . . . .



65



5.8



Join phase – machine 1 (for datasets in set 1) . . . . . . . . . . . . . .



65



5.9



Join phase – machine 1 (for datasets in set 2) . . . . . . . . . . . . . .



66



5.10 Join phase – machine 2 (for datasets in set 1) . . . . . . . . . . . . . .



67



5.11 Join phase – machine 2 (for datasets in set 2) . . . . . . . . . . . . . .



67



5.12 Overall performance of all radix join variants . . . . . . . . . . . . . . .



69



5.13 Parallelization trends for radix join (for datasets in set 1) . . . . . . . .



71



5.14 Parallelization trends for radix join (for datasets in set 2) . . . . . . . .



72



List of Tables 5.1



Workload – datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . .



54



5.2



Specifications for used machines . . . . . . . . . . . . . . . . . . . . . .



55



xiv



List of Tables



List of Code Listings 2.1 2.2 2.3 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9



Serial implementation of integer multiplication . . . . . . . Vector implementation of integer multiplication . . . . . . Branching code vs. branch-free code . . . . . . . . . . . . . Partition phase – scalar implementation . . . . . . . . . . Join phase – scalar implementation . . . . . . . . . . . . . Partition phase – vectorized implementation . . . . . . . . Partition phase – parallel implementation . . . . . . . . . . Join phase – vectorized implementation (first approach) . . Join phase – vectorized implementation (second approach) Join phase – parallel implementation (first approach) . . . Join phase – parallel implementation (second approach) . . Join phase – branch-free implementation . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



19 20 27 39 41 43 46 47 48 49 50 51



xvi



List of Code Listings



List of Algorithms 2.1



Sort-merge join – merge phase (equi-join) . . . . . . . . . . . . . . . . .



12



xviii



List of Algorithms



1. Introduction Over the years, there has been a steady increase in the capacity of main-memory due to the increasing chip densities and the reduction in cost of semiconductor devices [KWLP12]. Such improvements in RAM have raised the importance of mainmemory database systems since it is reasonable for several applications to store all their data and process them within the limits of the available main-memory [GMS92]. As a consequence, the database algorithms which were previously running on traditional database systems have to be adapted to meet the performance needs of a main-memory database [Bro13]. Due to the placement of data in a physical main-memory, the bottleneck of disk access and consequently the expensive I/O operations are omitted in a main-memory database system. As a consequence, database algorithms for main-memory environment are bound to the central processing unit (CPU) rather than to the I/O. Therefore, a main-memory database algorithm can reach an optimal performance by tuning them to the underlying hardware. More specifically, the algorithm has to exploit the ever-increasing processing capabilities of modern CPUs [BBS14]. Recent evolution in CPU architectures have introduced a number of hardware features such as increased number of CPU cores, wide vector registers with advanced instruction sets, increased cache-memory capacities and efficient pipelining capabilities [KKL+ 09, RBZ13]. These CPU features usually vary across different machines and hence, it is difficult to predict the performance behavior of a database algorithm on a given machine. Thus, it is important to understand the performance of a main-memory database algorithm when run in systems with modern CPU capabilities. From a software engineering point of view, a main-memory database algorithm can exploit these CPU capabilities through the application of code optimization techniques. There are several well known optimization techniques to tune an algorithm to the underlying hardware. Some examples are loop unrolling, loop fission, vectorization, parallelization and branch-free technique. However, an optimal performance is not
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guaranteed through the application of all available code optimization techniques since the advantage of an optimization technique for a database algorithm depends upon the given machine and the workload [BBHS14]. Hence, the important task is to find the set of code optimizations which yield the best performance for a given database algorithm.



Goal of Our Thesis In this thesis work, we study the performance impact of a set of code optimization techniques and their possible combinations for a database join operator. Although, there are several techniques to implement a database join, we choose the radix join technique due to the following reasons: 1. Due to its high hardware-conscious property, the radix join is gaining more impor¨ tance in the context of main-memory database join operations [BTAO13, Man02]. 2. Recently published results argue that with increasing number of CPU cores in multi-core CPU architectures, a main-memory radix join algorithm would dominate several other hash join techniques. Further, it would also continue to provide ¨ advantages over the sort-merge join technique [BATz13, BTAO13, KKL+ 09]. The main objective of the research in our thesis is driven by the following question: What set of code optimizations reaches the optimal performance for the radix hash join technique? To meet this objective, we present the main contributions in this thesis work as below: 1. We analyze how the radix join algorithm exploits the parallelism capabilities (data-level parallelism and thread-level parallelism) offered by systems with multicore architectures via two code optimization techniques – vectorization and parallelization. 2. We attempt to alleviate the problems faced by the radix join due to the presence of control hazards via the code optimization technique – branch-free code or nobranching implementation. 3. Once we implement the radix join optimized with the above three code optimization techniques, we identify the individual techniques that tend to provide reasonable performance over the scalar version of the radix join and then apply a combination of such code optimization techniques. 4. Following our implementation, we conduct a study on the performance behavior of the radix join optimized with each of the above techniques using two different machines and different set of workloads.



3 5. Finally, we present our results for all the optimized versions of the radix join on two separate machines and for different set of workloads. Based on our results, we draw a common conclusion for the radix join behavior and compare our results with the earlier published findings.



Structure of Our Thesis Apart from this chapter, our thesis comprises seven further chapters. In Chapter 2, we present sufficient background knowledge required to understand the basics of mainmemory database systems and their properties. Further, we also discuss two important main-memory join algorithms – sort-merge join and hash join and their trends with respect to improving hardware capabilities. Finally, we illustrate the importance of code optimization techniques and describe those techniques adopted as part of this thesis work in detail. In Chapter 3, we discuss the principle of radix join, their advantages over other hash join techniques and finally describe their working logic in detail. In Chapter 4, we discuss the central part of this thesis, i.e., we explain our approaches of implementing the adopted code optimization techniques to the scalar version of the radix join. To this end, we explain how we evaluated them by describing our evaluation method in detail in Chapter 5 and in addition, we also present a brief summary of our evaluation results at the end of this chapter. In Chapter 6, we present sufficient information about the previous work in the literature on code optimization techniques that are related to both join as well as other database operators. We provide a summary of our results and attempt to illustrate its concurrence with the previous published results in Chapter 7 and finally in Chapter 8, we identify the steps that need to be done in future as a continuation of this thesis work.
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2. Background In this chapter, we present important background knowledge required for a good understanding of the main memory radix join and also various code optimizations for database operations. For this, we present an overview about main-memory database systems, their evolving importance in real-time applications and various characteristics of the same in contrary to a traditional database system in Section 2.1. In Section 2.2, we present a description of selected main-memory join algorithms in the literature and their behavior with respect to the underlying architecture. Finally, in Section 2.3, we describe several code optimizations adopted as part of this thesis work.



2.1



Main-Memory Database Systems



Main-memory database systems (MMDB), also known as in-memory database systems, are database systems where the entire database fits into the main-memory, i.e., permanent storage of data in the physical main-memory. This is in contrast to conventional databases where the data is disk resident and moved into the main-memory during data access on request from the Central Processing Unit (CPU) [GMS92]. Such systems have gained more importance over the years, because increasing chip densities and reduced cost of semiconductor devices makes it feasible to offer systems with gigabytes and terabytes of main-memory [KWLP12]. This is particularly attractive for a number of existing and emerging real-time applications whose database sizes are within the bounds of the main-memory capacity. Even for applications whose database sizes are larger than the available main-memory limit, the existing database can be divided into a number of logical databases based on certain types or classes of data and the data accessed with more frequency can be stored in the main-memory. Some of the examples for existing real-time MMDB designs are Main-Memory Recoverable Database with Stable Log (MARS), Hardware Logging (HALO), Silicon Database Machine (SiDBM),IBM’s Office-By-Example (OBE), SAP HANA (High Performance Analytic Appliance) and Microsoft Hekaton [GMS92, Eic88, DFI+ 13, BK+ 14].
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2. Background



Distinction between In-Memory Database Systems and Disk-Resident Database Systems



With the storage of data in the physical main-memory, several distinctions exist in the design and the access pattern behavior between the in-memory database system and the disk-resident database system due to the varying properties of the main-memory and the magnetic disk. However, all such distinctions still ensure the ACID property compliance of a general database system. We explain some of the prominent distinctions in the following sections. Design The storage of data in a main-memory avoids placement of disks in the path of a query processing plan for database operations since the data can be accessed directly from the main-memory [GMS92]. Thus, the bottleneck of disk access is now omitted, which reduces the time required for data access by several orders of magnitude compared to a regular disk access in a disk-resident system (about 1:106 in favor of the mainmemory) [VAD+ 11]. As a consequence, MMDBs favor high-speed access to stored data which result in an increased response time of database operations and a speedup in performance of up to significant levels can be realized [GMS92]. Also, main-memory databases follow a well-organized and optimized design pattern when compared to conventional databases. For example, due to the omission of expensive I/O operations on disk and flash memory, MMDBs run out of need for various mechanisms such as tertiary memory management and file management. However, mechanisms to ensure long-term accessibility such as recovery and backup in a MMDB are handled by the existing disk memory [Eic88]. Cache Memories and Index Structures In spite of providing faster access to data compared to disk-resident systems, an inmemory database fully exploits the available cache memory to achieve a further improvement in data retrieval operations. The main goal in this context is that almost every data item needed for an entire transaction can be placed in a single cache memory or a hierarchy of cache memories of large size to improve the overall performance (cache-conscious operations). The disk-resident database, on the other hand, also takes advantage of very large cache memories but the transfer of data from the disk to the cache requires the computation of disk addresses since the index structures in existence are designed solely for the disk memory and not for the main-memory. However, in case of MMDBs, with the storage of database relations and their corresponding tuples directly in the main-memory, applications or software programs access the tuple attributes via the pointer to tuples. Index representation of this type is cheaper when compared to the existing disk indices and they also eliminate the need for index compression mechanisms and handling of fields of various lengths. Thus, the MMDB index structures are primarily concerned in reducing the computation time of overall database operations, at the same time utilizing a comparatively reduced memory space [LC86].



2.1. Main-Memory Database Systems
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Buffer Management A disk-resident database system requires the management of buffer policies. For example, when the CPU requests a data item, the disk address is first computed with the help of which the buffer manager checks whether the requested data already exists in the main-memory or need to be moved into the main-memory from the disk. However, in case of memory-resident systems, since the data is already available in the main-memory, the data can now be accessed efficiently using the memory address (index representation described in previous section), thus eliminating the need for the enforcement of buffer management [GMS92]. Volatility In spite of offering various benefits over disk-resident database systems, MMDBs are prone to serious volatility problems and system errors due to the volatile nature of the main-memory. However, recent advancements in non-volatile main-memory devices such as NVRAM (non-volatile random-access memory) have been a significant factor for the feasibility of the usage of MMDBs in real world applications at a comparatively higher cost [LC86]. Similarly, several other distinctions exist in the context of concurrency control, recovery mechanisms, compression mechanisms, data clustering mechanisms and data representation with all of these distinctions primarily giving rise to an optimized approach for main-memory databases [GMS92]. Thus, memory resident databases play a vital role in applications where reduction in latency, performance improvement in query processing and utilization of minimal hardware resources are of significant importance.



2.1.2



Cache Sensitivity



As mentioned in Section 2.1.1, an in-memory database system fully takes advantage of high speed cache memories to enhance the overall performance of database query processing applications. With increasing processor speeds over the years, the access latency of the random-access memory (RAM) cannot cope with the improvements in CPU speed for several economical reasons. Thus, there is a big performance gap between operating speeds of the CPU and the memory access latency. To bridge this gap, cache memories are introduced. Cache Memories are small blocks of high-speed memories situated between the main-memory and the CPU that temporarily hold main-memory contents that are actively in use [Man02]. Based on the main-memory content they store, a cache memory can be distinguished into two different types - data cache, a read-write memory which caches main-memory data items and instruction cache, a read-only memory which caches active instructions in use. For any database operation, the content of a cache memory is first accessed for data/instructions. If the data request is served within the cache memory without the need for a main-memory access, it is called cache hit. In case only a portion of the required content is available in the cache due to cache memory overflow or non-availability of data/instructions, then the remainder of the content is accessed in a normal way from the main-memory and then
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moved into the cache. This phenomenon where the data request cannot be served with the available data in the cache memory is called cache miss. Both cache hit rate and cache miss rate have severe impact on the execution rate of main-memory algorithms. This is because for most of the database applications, the time required to access the cache memory contents is only about 10-15 percent of the total time required for a main-memory access and thus they improve the overall execution rate of the application programs [Smi82].



CPU Registers Level 1 (L1) Cache Low Capacity



Level 2 (L2) Cache



High Speed



Level 3 (L3) Cache Main-Memory



Figure 2.1: A simple representation of a three-level cache hierarchy With recent advancements in hardware capabilities, cache memories are organized by means of a hierarchy between the CPU and the main-memory. With respect to MMDBs, careful usage of such a hierarchical cache memory helps improving the cost of a mainmemory database operation. Manegold et al. proposed a memory access cost model for hardware consisting of N levels of caches used together with translation lookaside buffers (TLB) for demonstrating the reduction in cost of memory accesses for main-memory database algorithms [MBK02]. The most common hierarchical cache representation is a two-level cache (L1 and L2 ), with data in L1 cache can be accessed with a latency of 1-2 CPU cycles, allowing for access with the highest speed in cache hierarchy while data in L2 cache can be accessed with a latency of 5-10 CPU cycles. The caching mechanism in this type of hierarchy is such that the L2 cache usually backs up the copies of data in L1, i.e., whenever a L1 cache content need to be replaced, it is first moved into the L2 cache and then the new content is copied either from the main-memory or L2 cache (if available). Rapid advancements in chip technology have introduced a new form of cache hierarchy which includes a third level of cache memory (L3 ) with a latency of 10-20 CPU cycles. All three levels of memory are integrated directly on the CPU die itself and their memory capacity varies proportionally with the increasing hierarchical levels. For example, Intel’s Core i5-2500 supports a 256 Kb L1 cache, a 1 Mb L2 cache and a 6 Mb L3 cache for each of its CPU core. In Figure 2.1, we show an example of a simple representation of a three-level cache hierarchy. It is clear that closer the cache memory to the processor in the hierarchy, higher the speed and lower the memory capacity [MBK02, BBS14, KW02].



2.1. Main-Memory Database Systems



9



In addition to the cache capacity, cache hit-miss ratios, and the cache-level hierarchy, Manegold et al. argue two other cache-specific hardware parameters that are sensitive to the overall performance of main-memory database operations [Man02]. They are as follows: • Cache-Lines, also known as cache blocks, represent the internal organization of the cache memory and are the smallest unit of data transfer across different levels in a cache hierarchy, i.e., complete data inside the block is either read or written. For example, whenever a cache miss occurs in an L1 cache due to memory overflow, an old line is replaced by means of a cache replacement strategy. Several cache replacement strategies are presented in [Zah07]. After this replacement, a new line is moved either from L2 cache or main-memory with every bit stored in the line/block transferred in a parallel fashion. Typical size of cache-lines ranges from 16-128 bytes and are critical in determining the performance of a main-memory system [Man02]. • Cache Associativity is a cache memory metric that determines the cache-line to which the newly requested data would have been loaded. The simplest case is a cache memory with directly mapped associativity where each data in main-memory finds exactly one location in the cache memory. Though the lookup appears to be simple in this type of cache, it incurs a significant amount of conflict misses (cache misses that do not occur in caches with a different associativity). Contrary to this is a fully associative cache where a cache-line comprising the main-memory data can go to any location in the cache memory. Even though it overcomes the problem of conflict misses, the task of searching for cached data incurs a significant overhead compared to a directly mapped cache. Modern processors support the use of a n-way set associative cache which performs a lookup on n different locations for each data request [Man02].For example, Intel’s Core i5-2500 and Xeon E5-2690 implements a 4-way set associative caching mechanism. To summarize, cache memories are of vital importance for enhancing the execution performance of any type of database systems. More specifically, metrics and characteristics such as cache capacity, cache hierarchy, hit–miss ratio, cache-line sizes and cache associativity are more sensitive for the overall performance of main-memory database operations.



2.1.3



Column-Oriented Storage Model



A typical relational database management system is organized in such a way that individual rows or tuples of a relation are stored in contiguous memory locations (roworiented approach). An alternative way to this would be to re-organize the storage model based on a column-oriented fashion, i.e., database records are stored by means of individual columns. As mentioned in the previous section, cache capacity is one of several characteristics that influence the performance of a main-memory database
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operation. Allocation of records by means of column-oriented approach tends to improve the cache consciousness and therefore the overall execution rate [BKM08]. For instance, in a row-oriented storage model, executing an aggregation or projection operation involves moving more columns or attributes than needed from the main-memory into the cache whereas in a column-oriented approach, only those columns required for the operation are moved into the cache [Los09]. Thus, the probability of occurrence of cache misses due to cache capacity overflow is higher in the former than in the latter case. For our work, we adopt a column-oriented approach for the storage model. This will be discussed in more detail in Chapter 4. The major disadvantage of a column-oriented storage model is the task of tuple reconstruction in case a number of additional attributes need to be gathered for a database operation. A tuple reconstruction is a simple join operation between the attributes in the result and the additionally needed attributes based on tuple identifiers (TIDs) or Object Identifiers (OIDs) [IKM09]. Although this task appears to be a performance overhead in column-oriented stores, a significant amount of benefit in execution performance is realized on the other hand because of the reduced size of the processed data. In addition to the cache-conscious benefits, the column-oriented storage model provides various other benefits as follows: • Storage of records in a column-oriented fashion favors the application of compression mechanisms at an improved rate due to the similarity between contiguous data items. Moreover, it also favors the applicability of additional compression schemes that are not favored by a row-oriented storage model [Fer05]. • Since the execution of various database operations such as aggregation and projection processes only the required columns, a column-oriented model significantly avoids a large number of I/O burdens in case of real-time business intelligence queries [Los09, KSS12]. • A row-oriented model needs to maintain additional storage space for the implementation of index structures. On the contrary, most of the column stores allow the storage of data within the index itself, thus providing a more optimized storage model. In addition, such index structures improve the performance of query processing applications by providing a sophisticated approach for database operations within and across the attributes [Los09].



2.2



Main-Memory Joins



A relational join is a database binary operation that retrieves tuples from two different relations by using information common to both of them. For example, consider a relation containing details about all departments in an enterprise and another relation with information about employees of the same enterprise. The result of a typical join operation in this case would be an output relation describing various details about the departments with its corresponding employees. With the evolution of main-memory databases
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in recent years, Leonard D. Shapiro argue that main-memory availability of significant fraction of the memory required by one of the joining relations facilitates an effective implementation of join operation without the need of an external disk memory [Sha86]. In addition, careful exploitation of architectural features such as cache memories, translation lookaside buffers (TLB) and processor-memory bandwidth improves the access latency of performing a join operation in the available main-memory [KKL+ 09]. A join operation between two relations can be simply executed by searching data items that possess the same value for an attribute common to both relations. A brute-force approach in this case would be a nested loop join algorithm in which for every tuple in the outer relation, the whole inner relation is scanned for potential matches. In this way, the execution is repeated iteratively until all tuples in the outer relation are processed. However, nested loop joins are highly complex and do not provide an optimal solution for applications comprising of very large relations [Bro13]. In the following sections, in order to have a good insight on the working logic of mainmemory joins, we focus on two important join algorithms which are based on sorting and hashing/clustering approaches - Sort-Merge Join and Hash Join.



2.2.1



Sort-Merge Join



As the name suggests, this type of join is carried out in two phases - sort phase and merge phase. In the sort phase, both input relations, R and S, are sorted on their respective join attributes. Then, in the merge phase, the sorted relations are sequentially scanned and whenever there is a match between their respective join attributes, tuples from both relations are inserted into the output relation. This implementation of merge phase assumes that the join attribute on the inner relation R is a primary key, i.e., it possesses only unique values for the attribute. However, in case of a non-primary key attribute, the merge phase needs to be implemented with an additional nested loop join algorithm for facilitating several passes over all tuples possessing the same join attribute value. The complexity of a typical sort-merge join is O(n log n) for each relation with the sort phase comprising more than 98% of the overall execution time of the join algorithm [KKL+ 09, ME92]. Sort Phase As explained in Section 2.1.2, an in-memory database has to fully exploit the use of shared cache memories so as to reduce the number of accesses to the main-memory. Hence, during the sort phase, the entire input relation is divided into a number of chunks such that for a cache memory of size C bytes and a data item of d bytes, the size of each chunk would be C/2d such that each chunk resides in the cache and is sorted separately to produce a list of sorted runs or data blocks. Each of the individual sorted runs is then merged with one another in a number of steps until a single sorted run is produced. In order to reduce the cache memory overflow during the merging of sorted runs, Chhugani et al. proposed a multi-way merging algorithm implemented with cacheconscious FIFO queues in which more than two runs are merged at once incrementally
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2. Background



Final sorted run



Intermediate results



Initial sorted runs



Figure 2.2: Multi-way merging implemented as multiple 2-way merging – adopted from [CNL+ 08] to produce a final sorted run [CNL+ 08]. In Figure 2.2, we depict a simple multi-way merging algorithm implemented by means of multiple two way merging blocks. Each node maintains a FIFO queue and whenever there is a room for an entry in the parent node’s queue, the algorithm checks for the number of elements in the corresponding child nodes’ FIFO queues. If each of the child nodes contains more than one element, then the smallest of all these elements is moved into the parent’s queue. This procedure is repeated recursively until both child queues becomes empty which means the parent node contains a sorted run of the merged child nodes [CNL+ 08, BATz13]. It should be noted that the algorithm discussed so far is based on the assumption that sorting is performed only on the tuple keys. However, in case of (key,rid) pairs, where rid refers to the address of the tuple containing the key, a straightforward approach is to simply extend the algorithm by treating the (key,rid) pairs as a single entity and comparing only the first m bits comprising the key of each entity [CNL+ 08]. Merge Phase Algorithm 2.1: Sort-merge join – merge phase (equi-join) Input 1 : Sorted inner relation R with join attribute JR Input 2 : Sorted outer relation S with join attribute JS Output : Relation O tS : tuple of S tR : tuple of R for each tS ∈ S do while tR .JR (b ) ; int s i m d l e n g t h = s i z e o f ( m128i ) / s i z e o f ( int ) ; // f o r 16− b y t e a l i g n e d d a t a f o r ( int i =0; i 
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