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On the semantics of EPCs: Faster calculation for EPCs with small state spaces Nicolas Cuntz Computer Graphics and Multimedia Systems Group, University of Siegen, Germany [email protected] Jörn Freiheit Max-Planck-Institute Saarbrücken, Germany [email protected] Ekkart Kindler Computer Science Department, University of Paderborn, Germany [email protected]



Abstract: One of the main features of Event driven Process Chains (EPCs) is the non-local semantics of the OR-join and the XOR-join connectors. Simulating this non-local semantics faithfully and efficiently is still a challenging problem. A year ago, we have shown that the semantics of moderately sized EPCs can be calculated in reasonable time by using techniques from symbolic model checking. For larger EPCs, however, this method still takes too long for practical use. In this paper, we introduce and discuss a new technique for calculating the semantics of EPCs: We combine an explicitly forward construction of the transition system with a backward marking algorithm for checking the non-local constraints. Though this method does not always provide a result, it works for most practical examples and, in most cases, it is much faster than the symbolic algorithm. Basically, the computation time is linear in the size of the resulting transition system. The algorithm works for large EPCs as long as the resulting transition systems are small (where transition systems with millions of states and transitions are still considered to be small), which is true for many practical EPCs.
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Introduction



Event driven Process Chains (EPCs) have been introduced in the early 90ties for modelling business processes [KNS92]. For easing the modelling of business processes with EPCs, the informal semantics proposed for the OR-join and the XOR-join connectors are non-local. This non-locality results in severe problems when it comes to a formalisation of the semantics of EPCs [LSW98, Rit00, vdADK02]. These problems, however, have been resolved by defining a semantics for an EPC that consists of a pair of two correlated transition relations by using fixed-point theory [Kin04]. Moreover, these transition systems can be calculated by using techniques from symbolic model checking [CK04b, CK05], which is implemented in an open source tool called EPC Tools [CK04a].
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For moderately sized EPCs, this tool calculates the semantics in a reasonable time and, therefore, allows us to simulate moderately sized EPCs. For larger EPCs, however, this technique does not work anymore, even if the set of reachable states of the EPC is small. Therefore, we come up with another algorithm for calculating the semantics of EPCs that is tuned to large EPCs with small state spaces. Unfortunately, this algorithm does not provide a result for all EPCs. For some EPCs, the algorithm might fail. But, it works well for most practical examples. And the computation speed is limited only by the available main memory. Our prototype implementation in Java can calculate transition systems with one million states and eight million transitions in 45 seconds on a Linux machine with 1GB main memory and a 2.4 GHz processor. In combination with another optimisation called chain-elimination, which we introduced for improving the symbolic algorithm already, we can simulate EPCs with more than a billion reachable states. In this paper, we briefly rephrase the syntax and semantics of EPCs (Sect. 2) before presenting the new algorithm for constructing the transition system of an EPC (Sect. 3). Moreover, we will discuss the efficiency of the algorithm and some improvements (Sect. 4). Finally, we will discuss some practical experiences with the new algorithm (Sect. 5).
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Syntax and Semantics of EPCs



In this section, we informally introduce the syntax and the semantics of EPCs as formalised in [Kin04], which is a formalisation of the informal ideas as presented in [KNS92, NR02].



2.1 Syntax Figure 1 shows an example of an EPC. It consists of three kinds of nodes: events, which are graphically represented as hexagons, functions, which are represented as rounded boxes, and connectors, which are represented as circles. The dashed arcs between the different nodes represent the control flow. The two black circles do not belong to the EPC itself; they represent the current state of the EPC: A state, basically, assigns a number of process folders to each arc of the EPC. Each black circle represents such a process folder at the corresponding arc. Mathematically, the nodes are represented by three pairwise disjoint sets E, F , and C, which represent the events, functions, and connectors, respectively. We denote the set of all nodes by N = E ∪ F ∪ C. The type of each connector is defined by a mapping l : C → {and, or, xor}. The control flow arcs are a subset A ⊆ N × N . In addition, there are some syntactical restrictions on EPCs, which are not discussed here since they are not relevant for our semantical considerations. A state of an EPC assigns zero or one process folders to each arc of the EPC. So a state σ can be formalised as a mapping σ : A → {0, 1}, which is the characteristic function of the set of all arcs that have a process folder in this state. The set of all states of an EPC will be denoted by Σ.
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Figure 1: An EPC



Figure 2: The transition relations for the different nodes



2.2 Semantics The semantics of an EPC defines how process folders are propagated through the EPC. This can be formalised by a transition relation R ⊆ Σ × N × Σ, where the first component denotes the source state, the last component denotes the target state, and the middle component denotes the EPC node that propagates the folders. For events and functions, the transition relation is very simple: a process folder is propagated from the ingoing arc to the outgoing arc as shown in Fig. 2 a. and b. The semantics of the other nodes is shown in Fig. 2, too. For lack of space, we discuss the details only for the XOR-join connector (case h.): An XOR-join connector waits for a folder on one ingoing arc, which is then propagated to the outgoing arc. But, there is one additional condition: The XOR-join must not propagate the folder if there is or there could arrive a folder on the other ingoing arc. This additional condition is graphically indicated by at the other arc. Note that this condition cannot be checked locally in the the label current state: whether a folder can arrive on the other arc depends on the overall behaviour of the EPC. Therefore, we call the semantics of the XOR-join connector non-local. The



9



other node with a non-local semantics is the OR-join connector. Its semantics is shown at an arc indicates the condition that no folder can arrive in Fig. 2 f. Again, the label at that particular arc anymore. The only difference to the XOR-join connector is that an OR-join may fire also when there are folders on both input-arcs. Note that, in this informal definition of the transition relation, we refer to the transition relation itself when we require that no folders can arrive at some arc according to the transition relation. Therefore, we cannot immediately translate this informal definition into a mathematically sound definition. In order to resolve this problem, we assume that some transition relation P is given already, and whenever we refer to the non-local condition, we refer to this transition relation P . Thus, Fig. 2 defines a mapping R(P ): for some given transition relation P , it defines the transition relation R(P ). Then, the actual semantics of an EPC could be a fixed-point of R, i. e. a transition relation P with R(P ) = P . Unfortunately, there are EPCs with many different such fixed-points (Fig. 1 shows an example) and there are EPCs that do not have such a fixed-point at all (Fig. 3 shows an example). Start1
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Figure 3: The vicious circle



So, we had to come up with another idea (see [Kin04] for details): The most important property of R(P ) is that it is monotonously decreasing in P . This property guarantees that there exists a least transition relation P and a greatest transition relation Q such that R(Q) = P and R(P ) = Q, where P is called the pessimistic transition relation and Q is called the optimistic transition relation of the EPC. This pair of transition relations (P, Q) is defined as the semantics of the EPC. In most cases, we have P = Q, which means that P is a fixed-point of R. If P and Q are different, there are some ambiguities in the interpretation of the EPC. Therefore, we call an EPC unclean if P and Q are different, and we call it clean if P and Q are equal.
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3



Explicit calculation of the transition system



We have shown that the pair (P, Q) can be calculated by fixed-point-iteration using techniques from symbolic model checking [CK04b, CK05]. Here, we will introduce another algorithm that calculates a transition system P with R(P ) = P in an explicit way. In some cases, however, the algorithm might fail.



3.1 Basic idea The basic idea of the algorithm is very simple: The transition system will be constructed starting from the initial state of the EPC. From this state, we construct new transitions and new states according to the semantics of the different kinds of nodes of the EPC as illustrated in Fig. 2. In the first phase, however, we completely ignore all non-local connectors, i. e. we ignore the OR-join and the XOR-join connectors. In this local forward construction phase, we construct all states and transitions reachable by transitions for local nodes only. This algorithm can be implemented in a fairly standard way as known from other modelling notations such as Petri nets. When no new transitions and states can be constructed in the local forward phase anymore, we start the second phase. In this second phase, we identify those states in which additional folders can be propagated to the input-arcs of the non-local join connectors. To this end, we start a backward marking algorithm for each non-local join connector. Therefore, we call this phase the backward marking phase. For each non-local join connector, this phase works as follows: First, we identify those transitions in the already constructed transition system that propagate an additional folder to one of the input-arcs of the non-local join connectors. If a transition adds a folder, we mark the source state of that transition. Then, we systematically mark all the predecessors of these states by going backward through the transition system. When no new states can be marked in this backward marking phase, the second phase stops. Again, the algorithm for the backward marking can be implemented in a fairly standard way. In the third phase, we investigate all the states of the transition system again and check whether a non-local connector can be fired in one of its states. Since we have marked all states at which additional folders can arrive at the input-arcs of a join connector, it is now easy to decide ‘locally’ in a state whether a non-local connector can fire or not: If the state is marked by a non-local connector, the non-local connector cannot fire. After adding all transitions (and possibly new states) for the non-local connectors, we begin a new round of the algorithm starting with the local forward construction phase. When a round ends without adding new transitions during the third phase, the algorithm terminates. Since the algorithm only adds states and transitions and since there are only finitely many states, we know that this algorithm will eventually terminate. The question, however, is whether the constructed transition system meets the requirement R(P ) = P . The answer to this question is quite simple: During the backward marking phase for each non-local connector n, we check for each newly marked state whether



11



there is a transition for connector n leaving this state already. If this happens during the construction, we know that this transition is wrong, because its non-local condition is violated. As soon as this happens, we know that the constructed transition system violates R(P ) = P (we will see an example for such a situation below). If this does never happen, we know that the resulting transition system P meets the condition R(P ) = P .



3.2 Example We illustrate the algorithm by constructing the transition system for the simple technical example EPC shown in Fig. 4. We omitted functions from this EPC in order to make the resulting transition system smaller and better understandable. In order to refer to the arcs of the EPC during the construction process, we have named them, and we have also named all nodes including the XOR-join connectors. A
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Figure 4: An technical example



We will start the first phase from the initial state of the EPC, which is denoted by {a, c, f, i}, which is the set of arcs with a folder. Initially, the only local node that can be fired is event B which results in state {b, c, f, i}. Adding this transition results in the transition system shown in Fig. 5. Note that we cannot add a further transition for a local node to this transition system. So the result of the local forward construction phase is the transition system shown in Fig. 5. Now, we start the backward marking phase. Clearly, firing event B adds an additional folder to the input-arcs of the XOR-join connector D (viz. the folder at arc b). Therefore, we mark the source state of this transition with D. In order to emphasise its meaning (i. e. connector D should not fire in that state), we represent this mark by a crossed D at the initial node as shown in Fig. 6. Since this node does not have predecessors, the backward marking phase terminates right away – with the result shown in Fig. 6. D { a, c, f, i }



{ a, c, f, i }



B



B



{ b, c, f, i }



{ b, c, f, i }



Figure 5: Local forward construction



Figure 6: Backward marking
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Now, we enter the third phase where we add all possible transitions for the non-local connectors (viz. the XOR-join connectors D, G, and K). The transitions for both connectors G and K can be added to both states as shown in Fig. 7. For the XOR-join connector D, however, we cannot add a transition: The initial state is marked by a D, so we do not add a transition for D in that state; in the second state {b, c, f, i}, we do not add a transition for connector D because there are folders on both input-arcs, which implies that the XOR-join connector is not enabled in this state. This finishes the third phase of the first round of the algorithm. D { a, c, f, i } G
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Figure 7: Adding non-local connectors



Figure 8: Local forward construction again



Since new transitions have been added during the third phase of the first round, we start another round of the algorithm. We start with the forward construction phase for all local nodes. This gives us the transition system shown in Fig. 8. Next, we check which transitions propagate an additional folder to the input-arcs of one of the XOR-join connectors. Firing B adds another folder to the input-arcs of XOR-join connector D. So, we mark the source states of the corresponding transitions with a crossed D. Likewise, firing H adds another folder to the input-arcs of XOR-join connector K. So, we mark all the source states of H with a crossed K. The result is shown in Fig. 9. But, the second phase is not finished yet. For all marked states, we must also mark all predecessor states accordingly. The result of this backward marking phase is shown in Fig. 10. D
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Figure 9: Initialise backward marking



Figure 10: Backward marking



We can see that we have now marked the initial state with a crossed K and we have
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constructed a transition K from that state earlier. This shows us that the resulting transition system will not meet the condition R(P ) = P and we better had not added transition K to the initial state. This, however, does not bother us right now, we just continue the construction. We continue our algorithm with the third phase of round two. We add transitions for all enabled non-local connectors. Note that we cannot add transitions for XOR-join connectors D and K since the states are either marked with a crossed D or K, or there are folders on both input-arcs, or there are no folders on the input-arcs at all. We can add a transition only for XOR-join connector G at state {b, c, f, k}. The result of the second round is shown in Fig. 11. K
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Figure 11: Adding non-local connector



Figure 12: Local forward construction



Since we have added a new transition during the third phase of the second round, we must start another round of our algorithm. In the first phase, we can add only one transition and one state as shown in Fig. 12. Note, that according to the semantics of EPCs, an end event can never fire. Therefore, no transition can be added to the state {b, c, h, k}. So, we can proceed with the second phase: We check which transitions add another folder to some XOR-join connector. But, there is none. Note that the new transition adds a folder to the input-arc of XOR-join connector K, but this is the first folder, not an additional folder. So, we do not mark this state. Next, we check whether we can add another transition for a non-local connector to this transition system. But, this is no longer possible. Note that, in state {b, c, h, k}, connector K cannot fire due to the folder on its output-arc, which is called a contact situation. So, this was the third and last round of our algorithm and the result is shown in Fig. 12. As discussed above, we know that this result is not correct since the transition system has a transition for the XOR-join connector K starting in state {a, c, f, i}, but this state is also marked with a crossed K now. We will see later that we can improve the algorithm so that this problem is avoided for this EPC.
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3.3 Some details Before discussing this improvement of the algorithm, let us consider some details of the algorithm. First, let us go into the details of the backward marking algorithm in the second phase. This backward marking algorithm can be implemented in a very standard way. We must make sure only that the data structure for representing the transition system under construction allows us to follow arcs backward. There is only one question left: when or where can we stop the backward algorithm? In our example, we stopped at the initial state. In examples with loops, we would stop as soon as no new states can be marked anymore, which can be implemented in a fairly standard way. However, there is one additional condition when the backward marking algorithm should stop: When the backward marking algorithm for a non-local connector n reaches a transition for connector n, the marking algorithm does not proceed beyond this transition. The reason is that this transition removes all folders from the input-arcs of the XOR-join connector n and, therefore, the preceding state needs not to be marked. This condition can be easily included to the standard marking algorithms since the transitions have labels that refer to the corresponding node of the EPC. Second, we have seen in our example already, that it is not necessary to start the backward marking in the second phase completely from scratch. We can just keep the markings from the earlier rounds and start from that point. This way, the backward marking algorithm will visit each state of the final transition system at most once. Moreover, it is not necessary to run through the complete set of transitions in order to find those transitions that add another folder to the input-arcs of a non-local connector. We can check this during the creation of a new transition (for each non-local connector) and then add the source state of this transition to a list which will start the backward marking algorithm. Since such a list is needed in the backward marking algorithm anyway, this is no extra effort. This way, the first phase and the second phase of the algorithm are entangled in the implementation. Actually, these phases could be run completely in parallel; but we did not implement it in parallel in order to avoid necessary synchronisations. Only when the first two phases, local forward construction and backward marking, are finished, the third phase will be started adding currently enabled non-local connectors. Again, it is not necessary to run through all states of the constructed transition system again. During the forward construction, we add all newly created states to a list. Then, we need to check only the states from this list. This way, we need to investigate each state of the final transition system only once for the enabledness of a transition of each nonlocal connector (the standard forward algorithm guarantees that this is true for all local connectors too). The last important issue is to avoid the construction of duplicate states. This can be easily achieved by standard hashing techniques, and will, therefore, not be discussed here.
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3.4 Complexity All the above issues are important for increasing the efficiency of the algorithm. It is easy to see that, basically, we have to deal with each state and each transition exactly once during the forward construction. Moreover, the backward marking algorithm visits each state and each transition at most once. Since we have backward marking algorithms for each non-local connector, the time complexity of the construction algorithm is about1 O(k · n), where n is the size of the constructed transition system (number of states and transitions) and k is the number of non-local connectors of the EPC. Since k is quite small in typical EPCs, the complexity of the algorithm (in time and space) is, basically, linear in the size of the transition system. Practical experience shows, that the algorithm is limited only by the available main memory. For our prototype implementation in Java, we could compute transition systems with one million states and eight million transitions in 45 seconds on a Linux PC with 1 GB main memory and a 2.4 GHz processor. The computation significantly slows down as soon as the main memory is exhausted and parts of the transition system need to be swapped to disk. The nice feature of this algorithm is that its complexity is independent of the actual size of the EPC. As long as the resulting transition system remains small, the algorithm works fine. Recall that small means in the order of millions of states and transitions. This is in contrast to our symbolic algorithm that computes the complete semantics of the EPC by model checking techniques [CK04b, CK05]. This algorithm might not be able to calculate the transition system – even if the EPC has only a few reachable states. Actually, it was this observation that inspired us to think of another way to calculate the transition system of EPCs with small state spaces (see Sect. 5). Unfortunately, the algorithm does not always give us a result as we have seen in our example. The algorithm will always terminate, but, sometimes, the resulting transition system P does not meet the condition R(P ) = P , which is detected during the calculation.
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Improvements



The algorithm as presented in the previous section provides correct results for many practical EPCs. However, there are some EPCs for which the result is not correct. In this section, we will make some improvements so that the algorithm returns correct results at least for well-designed EPCs – and we believe that the improved version works for all EPCs that are constructed from the four workflow constructs. In order to explain the idea of the improvement, we have another look at our example from Fig. 4. What went wrong during the construction of the transition system for this EPC was that we added the transition for XOR-join connector K too early to the initial state (see Fig. 7 and 10). Without firing any XOR-join connector at all (first two phases of the first round of the algorithm), no folder can ever reach arc e and arc h. Therefore, the transitions 1 Actually, there is an additional logarithmic factor for the hashing algorithms and in some worst-case scenarios k might be the number of all connectors.
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for both XOR-join connectors G and K were added to the initial state at the same time (see Fig. 7). In this example, however, we can easily see that a folder can be propagated to arc h only after XOR-join connector G has had a chance to fire. So, we had better constructed the transition for XOR-join connector G first, then investigated the states reachable from these states, and then checked for connector K.



4.1 Levels The basic idea of the improvement is to have different levels of non-local connectors. In the third phase of the algorithm, we check the non-local connectors level by level. If we added a transition for a connector on one level, we do not consider the non-local connectors on all subsequent levels in this round. For our example from Fig. 4, we chose three levels: D is on the first level, G is on the second level, and K is on the third level. With these levels, the algorithm works as follows: First, we start the forward construction and the backward marking algorithm as in Sect. 3.2. The result is the same as shown in Fig. 6. Then, we check whether a transition for XORjoin connector D (first level) can be added. This is not possible, so we check for XOR-join connector G (second level). The result is shown in Fig. 13. Since, we added a transition for a non-local connector on the second level, we do not check for transitions for connectors on the third level (connector K) in this round. Rather, we start the next round with the transition system from Fig. 13. The forward construction phase will result in the transition system shown in Fig. 14. D { a, c, f, i } G
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Figure 13: Adding transitions for connector G



Figure 14: Local forward construction



Next, we start the backward marking phase, which marks the very same states as in our original computation (except for those states that do not occur anymore). The result is shown in Fig. 15. In the third phase, we check whether transitions for the different levels of non-local connectors can be added. But, it turns out that no non-local transition can be added anymore. So, Fig. 15 shows the final result. This time, there is no transition for a non-local connector starting in a state that is marked. So, the constructed transition system P meets the condition R(P ) = P , which was called an ideal semantics in [Kin04].
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Figure 15: Backward marking algorithm



4.2 Calculating the levels In our example, we could easily see which non-local connectors should go to which level. In general, however, we need to calculate these levels from the structure of the EPC. Inspired by the above example, we use a simple marking algorithm for the nodes and arcs of the EPC: We start with marking all initial events and set a counter i to 1. Then we proceed with marking the other events and nodes of the EPC as follows (where each node is marked only once): Events/Functions If an ingoing arc of an event or function is marked, we mark the event or function. Split connectors If the ingoing arc of split connector is marked, we mark the split connector. AND-join connectors If all ingoing arcs of an AND-join connector are marked, we mark the AND-join connector. Arcs If the source node of an arc is marked, we mark the arc. If no node or arcs can be marked anymore according to the above rules, we proceed as follows: Fully marked non-local joins First, we check, whether there are unmarked non-local join connectors for which all input-arcs are marked. If this is true, we mark all these connectors and select these connectors for level i. Moreover, we increment the counter i by 1 and start with the first marking phase again Partially marked non-local joins Otherwise, we check, whether there are unmarked nonlocal join connectors with at least one marked input-arc. If there is at least one, we mark all these connectors and select these connectors for level i. Moreover, we increment the counter i by 1 and start with the first marking phase again.
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Partially marked AND-joins Otherwise, we check, whether there are unmarked ANDjoin connectors with at least one marked input-arc. If there is one, we mark all these AND-join connectors and start with the first marking phase again. If no new nodes can be marked anymore, we add all remaining unmarked non-local connectors to the last level and terminate the marking algorithm. Figure 16 sketches the different phases of the marking algorithm, where the numbers at the different nodes and arcs indicate the level in which the corresponding nodes and arcs were marked. Therefore, the label at each XOR-join connector indicates its level: Connector D is on level 1, connector G is on level 2, and connector K is on level 3. A
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Figure 16: The marking algorithms



4.3 Discussion The above marking algorithm of an EPC for determining the levels of the different nonlocal connectors, basically, tries to identify the causal dependencies of the non-local connectors. This order will be considered during the construction of the transition system. The marking algorithm is very efficient; basically, it is linear in the size of the EPC. Of course, there are EPCs for which the levels calculated by this algorithm do not result in a correct transition system. One example is the vicious circle from Fig. 3; but this is not surprising, because this EPCs does not have a clean semantics at all. We checked our algorithm for several practical examples (e. g. from the SAP/R3 reference models), and it turned out that for almost all examples, our algorithm came up with a correct transition system in virtually no time. There was only one exception, which will be discussed in Sect. 5. Moreover, we believe that for EPCs constructed from properly nested workflow constructs, our algorithm will always result in a correct transition system (a proof of that result, however, is still missing).
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Practical experience



The quest for another algorithm for simulating EPCs and for calculating their semantics was triggered by some example EPCs from the eJustice project (www.ejustice.eu. com), which is funded by the European Union. This project aims at a better understanding
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of judicial processes. The discussion started with the EPC shown in Fig. 17 as a screenshot of EPCTools. This EPC models a German payment order procedure. Here, we do not explain the details of this procedure. Figure 17 should give a rough impression of the structure and size of the EPC model only. The EPC consists of about 90 events, 70 functions, and 40 connectors, where exactly 10 connectors are non-local XOR-joins. One important issue of the eJustice project has been to prove the correctness of the legal procedures originally modelled with ARIS. However, proving correctness requires an adequate simulation tool deriving all reachable states based on a well-defined semantics for EPCs. Although the symbolic algorithm of EPCTools complied with this requirement, it could not cope with the size of the models to be simulated. Therefore, we started thinking of another way of simulating this and similar EPCs. It was quite obvious that this EPC has only very few reachable states. So, we knew that it should be possible to calculate its semantics somehow explicitly. With our new algorithm, we could calculate the semantics in 70 milliseconds, and it turned out that the transition system had 1215 states and 2551 transitions only. During tests with practical examples from the SAP/R3 reference models of the ARIS Toolset2 , which were given to us as a benchmark by Jan Mendling, we found only one example for which we could not calculate the semantics. This was the process ‘Auftragsabwicklung in der Instandhaltung’; 1GB main memory was not enough to calculate the transition system of this EPC. Therefore, we used a technique proposed in [CK04b] called chain elimination, which allows us to reduce the EPC. For this reduced system, we could calculate the semantics. However, the semantics was not clean and there were contact situations, which implied that chain-elimination does not provide correct results. Closer investigation of the model showed that there was an OR-split operation that resulted in quite awkward behaviour of the process. Apparently, this behaviour was not really the intended one. So, we replaced the OR-split by an XOR-split, which appeared to be more adequate. Surprisingly, the resulting EPC could be easily simulated – even without using chain elimination, the transition system could be calculated in 20 milliseconds. This experience shows that long simulation times can give rise to the revision of models, which results not only in better models, but also in faster simulation. Altogether this shows that, for many practical examples, the new algorithm is a big step forward in the faithful and efficient simulation of EPCs.
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Conclusion



In this paper, we have presented an new algorithm for efficiently calculating the semantics of an EPC. The idea of this algorithm is explicit forward construction of the transition system combined with a backward marking algorithm, which deals with the non-local conditions. This idea of a backward marking phase is similar to an algorithm proposed for calculating 2 ARIS Toolset is a registered trademark of IDS Scheer. ids-scheer.com/
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For more information see http://www.



Figure 17: The eJustice example
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the enabledness of the OR-join connector in YAWL [WEvdAtH05]; in YAWL, however, only the OR-join connector has a non-local semantics. Moreover, the backward marking algorithm considers only local nodes and the YAWL algorithm does not work in several rounds. Therefore, or algorithm is more adequate for faithfully calculating the semantics of EPCs. The performance of our algorithm presented in this paper is much better than our symbolic algorithm presented in [CK04b, CK05] – as long as the set of reachable states and transitions are ‘small’ (i. e. in the magnitude of millions of states and transitions, and, in combination with chain elimination, even billions of states and transitions). The disadvantage of our new algorithm, however, is that in some cases there might be no result at all. Moreover, the new algorithm calculates some ideal transition system. The new algorithm cannot answer the question whether the calculated transition system is the only such transition system or whether there could be more. Anyway, the new algorithm nicely complements the existing algorithm and allows us to simulate (and to analyse) many more EPCs. Experience shows that we could simulate most practical examples based on this algorithm. The results and measurements come from experiments with a prototype implementation of the new algorithm based on EPCTools. A polished version of this prototype was released in November 2005 as a beta version of EPCTools 2.0. This version supports the explicit and the symbolic simulation algorithm as well as the chain elimination optimisation. It is open source (under the GNU Public License Agreement) and can be downloaded from [CK04a]. What is still missing in this version of EPCTools is functions for analysing the EPC models and for checking some properties. Currently we are investigating and implementing some analysis functions based on the calculated transition system, which will be used for evaluating practical EPCs from the SAP/R3 reference models and from the eJustice project.
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EPC Verification in the ARIS for MySAP reference model database B.F. van Dongen



M.H. Jansen-Vullers



Department of Technology Management Eindhoven University of Technology P.O. Box 513, NL-5600 MB, Eindhoven, The Netherlands. {b.f.v.dongen,m.h.jansen-vullers}@tue.nl Abstract: Process aware information systems, such as Workflow Management Systems or ERP systems require process specifications for their implementation. Since many of those process specifications are similar for different companies, databases with so-called reference models, such as Aris for My-SAP, have been developed. These databases can be customized towards company-specific process specifications, thus keeping implementation costs down. To avoid costly problems with information systems on an operational level, it is of the utmost importance that the reference models used to design the information system are correct. In this paper, we analyze a selection of the reference models for SAP R/3 that are stored in the ARIS for MySAP database, and we verify whether they are correct. Since these models are stored as Event-driven Process Chains (EPCs), we use a verification approach tailored towards the verification of this language to check for errors in the models. We show that the reference models in ARIS for MySAP indeed contain some errors and we present the implications of those errors, if these models would be used for the execution of business processes.



1 Introduction Nowadays, more and more enterprise information systems rely on process models for their specification. Companies offering large information systems employ consultants who, together with the customer, make process specifications in terms of executable process models. These process models are then used to configure the final installation of the information system. Many of these process aware information systems (for example Enterprise Resource Planning (ERP) [KT98] systems and Workflow Management (WFM) [AH02, LR99]) are designed to support business processes on an operational level and to fully benefit from these systems, process models need to be specified as precise as possible. However, designing process models precisely is a complicated and error prone task. Fortunately, process models that are used in different companies, but with similar purposes, often have very similar designs. For this reason, databases have been developed that contain generic process models that can be customized towards company-specific business processes. These process models can serve as a guideline when designing process models to implement large information systems, i.e. they serve as a reference for the designer,
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Business Model



implementation Process Model



Reference Model



Executable Specification



process model design Figure 1: Phases in the configuration of a PAIS



hence the term reference models. For a large information system to support one process, the configuration can roughly be divided in two phases as shown in Figure 1. In the first phase, a reference model that best suits the process under consideration is selected (for example for a purchasing process, this should be the best purchasing reference model, such as vendor selection or internal procurement). Together with the business model of the specific organization, the reference model is customized, resulting in a process model. This process model is used in the implementation phase to configure a specific information system, such as SAP R/3. Although all the steps presented here are usually executed by trained professionals, still they are performed by humans, thus errors are likely to be introduced. Using reference models in the process model design phase helps to avoid making too many errors. It does however not eliminate the possibility of errors being introduced completely. When using reference models, errors are likely to be introduced for two main reasons. First, errors that are already present in the reference models are likely to be copied into the final process model. Second, process models are designed for each process independently, while in real life, processes are mutually dependent. Any error in a process model used for the implementation phase has a high possibility of leading to severe operational consequences, once the information system is fully implemented. Since the costs of correcting operational errors by far exceeds the costs of correcting modelling errors, it is of the utmost importance that the reference models used are correct. To find errors in process models, many authors have developed verification methods. Basically, all of these verification methods can be used to check whether a process model is correct, in other words, they can be used to check for correctness of a process model. In Section 2, we categorize verification methods and we show that some methods look on the level of the executable specification, some on level of the business model and some on process models or reference models. In this paper, we focus on the correctness of reference models for a specific information system, SAP R/3. The reference models are available in the ARIS for MySAP database in the ARIS Toolset, a commercial product of IDS-Scheer. As a modelling language, the ARIS Toolset uses Event-driven Process Chains (EPCs) [KNS92, KT98, Sch94]. We selected SAP R/3, since EPCs are used in a large variety of systems, including SAP R/3. Moreover, SAP R/3 is market leader in the field of Enterprise Resource Planning systems. Many verification approaches exist for EPCs. The verification method we chose looks at
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verification from a designers point of view and assumes the process designer to know what he intends to model. In the field of software engineering, this could be seen as validation, i.e. does the software (in our case the model) do what it is intended to do (in our case, what the process designer intended to model). However, a process specification such as an EPC should not be seen as an executable specification. Instead, the EPC should be seen as the specification of the process. Using this specification an operational system can later be implemented in a company. The approach presented in this paper, verifies the process specification (the EPC) against the possible future behaviour of an operational system. Hence the term verification. We take the SAP reference models as a starting point, and use the verification approach presented in [DVA05], as our verification method. We show that many of the SAP reference models are correct and can indeed be used without any problems. However, we also show that some of the models should be used with care, i.e., the environment in which they are used needs to satisfy certain conditions for them to be correct. Furthermore, we show that a small number of the reference models is structurally incorrect, i.e., they need to be revised before they can be used as executable models. With respect to these errors, we investigate some common causes, and show how designers could avoid these errors. The remainder of this paper is structured as follows. In Section 2 we discuss related work with respect to the verification of process models. In Section 3 we describe our domain of analysis: SAP R/3, the EPC modelling method and the reference models. Next, in Section 4, we describe the approach for the verification of these models as implemented in the ProM framework1 , and described in [DMV+ , DVA05]. Following this approach we are able to evaluate the SAP reference models in Section 5. This evaluation is based on two lines: the evaluation of one complete module (Section 5.1) and a guided search through the database with reference models (Section 5.2). Finally, in Section 6, we draw some conclusions. A subset of the work presented here has been published at the International Conference on Business Process Management (BPM05) [DJV05]. That paper however deals mainly with the question if the verification approach of [DVA05] could be used for the verification of reference models. This paper extends [DJV05] by presenting the verification results for the whole module from Section 5.1. Furthermore, we present a guided search trough the reference model database in Section 5.2, illustrating some of the errors related to the independent modelling of dependent business processes.



2 Related work Since the mid-nineties, a lot of work has been done on the verification of process models, and in particular workflow models. In 1996, Sadiq and Orlowska [SO96] were among the first to point out that modeling a business process (or workflow) can lead to problems like livelock and deadlock. In their paper, they present a way to overcome syntactical errors, but they ignore the semantical errors. Nowadays, most work that is conducted focusses on 1 See



www.processmining.org for details.
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semantical issues, i.e. “will the process specified always terminate” and similar questions. The work that has been conducted on verification in the last decade can roughly be put into three main categories, namely “verification of models with formal semantics”, “verification of informal models” and “verification by design”. In this section, we present these categories and give relevant literature for each of them.



2.1 Verification of models with formal semantics In the first category we consider the work that has been done on the verification of modeling languages with formal semantics. One of the most prominent examples of such a language are Petri nets [DE95, Mur89, RR98]. Since Petri nets have a formal mathematical definition, they lend themselves to great extent for formal verification methods. Especially in the field of workflow management, Petri nets have proven to be a solid theoretical foundation for the specification of processes. This, however, led to the need of verification techniques, tailored towards Petri nets that represent workflows. In the work of Van der Aalst and many others [Aal00, AH00, DR01, HSV03, VA00] these techniques are used extensively for verification of different classes of workflow definitions. However, the result is the same for all approaches. Given a process definition, the verification tool provides an answer in terms of “correct” or “incorrect”. However, not all modeling languages have a formal semantics. On the contrary, the most widely used modeling techniques, such as UML and EPCs are merely an informal representation of a process. These modeling techniques therefore require a different approach to verification.



2.2 Verification of informal models Modeling processes in a real-life situation is often done in a less formal language. People tend to understand informal models easily, and even if models are not executable, they can help a great deal when discussing process definitions. However, at some point in time, these models usually have to be translated into a specification that can be executed by an information system. This translation is usually done by computer scientists, which explains the fact that researchers in that area have been trying to formalize informal models for many years now. Especially in the field of workflow management, a lot of work has been done on translating informal models to Petri nets. Many people have worked on the translation of EPCs to Petri nets, cf., [Aal99, ADK02, DA04, LSW98]. The basic idea of these authors however is the same: “Restrict the class of EPCs to a subclass for which we can generate a sound Petri net”. As a result, the ideas are appealing from a scientific point of view, but not useful from a practical point of view. Also non-Petri-net based approaches have been proposed for the verification of informal modeling languages. One of these ideas is graph reduction. Since most modeling languages are graph-based, it seems a good idea to reduce the complexity of the verification problem by looking at a reduced problem, in such a way that correctness is not violated
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by the reduction, i.e. if a model is not correct before the reduction, it will not be correct after the reduction and if the model is correct before the reduction, it will be correct after the reduction. From the discussion on graph reduction techniques started by Sadiq and Orlowska in 1999 [SO99, SO00] and followed up by many authors including Van der Aalst et al. in [AHV02] and Lin et al in [LZLC02], it becomes clear that again the modeling language is restricted to fit the verification process. In general this means that the more advanced routing constructs cannot be verified, while these constructs are what makes informal models easy to use. The tendency to capture informal elements by using smarter semantics is reflected by recent papers, cf. [ADK02, DA04, Kin04]. In these papers, the problem is looked at from a different perspective. Instead of defining subclasses of models to fit verification algorithms, the authors try to give a formal semantics to an informal modeling language. Even though all these authors have different approaches, the goal in every case is similar: try to give a formal executable semantics for an informal model.



2.3



Verification by design



The last category of verification methods is somewhat of a by-stander. Instead of doing verification of a model given in a specific language, it is also possible to give a language in such a way that the result is always correct. An example of such a modelling language is IBM MQSeries Workflow [LR99]. This language uses a specific structure for modelling, which will always lead to a correct and executable specification. However, modelling processes using this language requires advanced technical skills and the resulting model is usually far from intuitive.



In this section, we have presented an overview of the literature on process model verification. We have categorized the various methods in three main categories and pointed out why many of them are not used in practice. In this paper, we use the technique presented in [DVA05] that can be seen as a combination of the first two categories. It assumes the designer to be able to decide whether or not a specification is semantically correct. This technique has been implemented in the Process Mining (ProM) Framework2 , that is able to import EPCs defined in the ARIS Toolset3 and provides the designer with feedback about possible problems. SAP reference models are available in the ARIS Toolset format, and the users of these reference models are typically consultants that have a deep knowledge about the process under consideration. Hence, we found the approach described in [DVA05] to be the best approach for the verification of the SAP R/3 reference models. 2 See 3 See



www.processmining.org for details. www.ids-scheer.com for information about the ARIS toolset.
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3 SAP R/3 Reference models Several authors researched the area of reference models before, see e.g. [Ber, CK97, FL03, Ros03, RA03, Sch00, Sil01a, Sil01b, Fra99]. In this section we introduce reference models based on [RA03] and then explain Event-driven Process Chains (EPCs).



3.1 Reference models Reference models are generic conceptual models that formalize recommended practices for a certain domain [FL03, Fra99]. Reference models accelerate the modelling process by providing a repository of potentially relevant business processes and structures. With the increased popularity of business modelling, a wide and quite heterogenous range of purposes can motivate the use of a reference model. These purposes include software development, software selection, configuration of Enterprise Systems, workflow management, documentation and improvement of business processes, education, user training, auditing, certification, benchmarking, and knowledge management [RA03]. What we learn from previous authors is that we can distinguish two types of reference models: industry models and application models. Industry reference models are generally higher level models and they aim to streamline the design of enterprise-individual (particular) models by providing a generic solution. Application reference models describe the structure and functionality of business applications including Enterprise Systems. In these cases, a reference model can be interpreted as a structured semi-formal description of a particular application. This application can then be seen as an existing off-the-shelfsolution that supports the functionality and structure described in the reference model. Rosemann and van der Aalst explain in [RA03] that application reference models tend to be more complex than industry reference models. They explain that the SAP reference model is one of the most comprehensive models [CK97]. Its data model includes more than 4000 entity types and the reference process models cover more than 1000 business processes and inter-organizational business scenarios. In the early nineties, two companies called SAP and IDS Scheer, have developed an intuitive process modelling langauge, which resulted in the process modelling language Event-driven Process Chains (EPCs). This language has been used for the design of the reference process models in the ARIS for MySAP database that we consider in this paper. EPCs also became the core modelling language in the Architecture of Integrated Information Systems (ARIS) [Sch00, KNS92].



3.2 Event-driven Process Chains (EPCs) The SAP R/3 reference models are modelled as Event-driven Process Chains, or EPCs, in the ARIS Toolset. An EPC consists of three main elements. Combined, these elements define the flow of a business process as a chain of events. The elements used are:



29



Functions, which are the basic building blocks. A function corresponds to an activity (task, process step) which needs to be executed. A function is drawn as a box with rounded corners. Events, which describe the situation before and/or after a function is executed. Functions are linked by events. An event may correspond to the position of one function and act as a precondition of another function. Events are drawn as hexagons. Connectors, which can be used to connect functions and events. This way, the flow of control is specified. There are three types of connectors: ∧ (and), × (xor) and ∨ (or). Connectors are drawn as circles, showing the type in the center of the circle. Functions, events and connectors can be connected with edges in such a way that (i) events have at most one incoming edge and at most one outgoing edge, but at least one incident edge (i.e. an incoming or an outgoing edge), (ii) functions have precisely one incoming edge and precisely one outgoing edge, (iii) connectors have either one incoming edge and multiple outgoing edges, or multiple incoming edges and one outgoing edge, and (iv) in every path, functions and events alternate (no two functions are connected and no two events are connected, not even when there are connectors in between). In the ARIS for MySAP reference databases, there are hundreds of EPCs that can be used in many different situations, from “asset accounting” to “procurement” and “treasury”. Since we cannot discuss all these models here, we focus on one of the modules that can be considered to be a representative subset of all reference models, namely “procurement”. This is a set of some 40 EPCs, all in the area of procurement. They describe processes for (i) internal procurement, (ii) pipeline processing (iii) procurement of materials and external services, (iv) procurement on a consignment basis, (v) procurement via subcontracting, (vi) return deliveries, and (vii) source administration. All 40 models were analyzed using the approach described in [DVA05]. Before we show the results of this verification process in Section 5, we first briefly introduce this verification approach in Section 4.



4 Verification approach For the verification of the EPCs in our reference model database, we use the approach described in [DVA05]. This verification approach is tailored towards the verification of Event-driven Process Chains and it assumes the designer of an EPC to be able to decide whether or not the EPC is correct. The approach is implemented in the ProM framework ([DMV+ ]) and it is freely available for download. The verification process described in [DVA05] consists of several steps. In the first step, the designer of the EPC has to provide the tool with all combinations of initial events that could initiate the modelled process. Using this, the tool calculates all the possible outcomes of the process (in terms of events that occurred and have not been dealt with). Then, the tool requires the designer to divide those outcomes in two groups, the first of which contains all the outcomes that represent the desired behavior of the process. The
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Figure 2: EPC with choice synchronization



Figure 3: EPC with erroneous routing



second group contains the undesired behavior. Clearly, depending on the model, either of the two groups can be empty.



4.1 Semantically correct models Models that are semantically correct are models of processes that, when started in any allowed state, will always terminate in one of the allowed termination states. In other words, routing constructs do not have to be synchronized. Choices can be made locally, without any knowledge of the execution history.



4.2 Syntactically correct models Models that are syntactically correct are models of processes that, when started in any allowed state, will always have the possibility to terminate in one of the allowed termination states. In other words, routing constructs have to be synchronized. Not all choices can be made locally, instead, the execution history limits the available options. An example of such a construct can be found in Figure 2, where the choices after functions A and B have to be synchronized in order to allow function C or D to execute. However, at any point in time, there is always an option to complete in a correct way. For example enabling event e3 after doing function A requires that after function B event e4 is enabled. This can easily be enforced by an operational system.
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4.3 Incorrect models The final class of models are the incorrect ones. These models contain syntactical errors, such as an AN D-split followed by an XOR-join or the other way around. An example of such an incorrect model is shown in Figure 3, where functions A and B originate from an AN D-split, and are later joined by an XOR-join. As a result, function C will be carried out twice based on the same case in event e1 .



5 Verification of the reference models The application of the verification approach presented in Section 4 is based on a basic assumption: It assumes that the designer of a model has a good understanding of the actual business process that was modelled, and he knows which combinations of events may actually initiate the process in real life. Typically, reference models are used by consultants that do indeed have a good understanding of the process under consideration. Besides, they know under what circumstances processes can start, and which outcomes of the execution are desired and which aren’t. Therefore, the approach seems to be well suited for the verification of the SAP reference models.



5.1 Procurement module As stated in Section 3 we focus on the procurement module of the ARIS for MySAP reference model database, since it can be seen as a representative subset of all reference models. The procurement module contains several sub-modules and we analyzed all the models from these modules using the approach presented in Section 4. Surprisingly, already in the first model (Internal Procurement) there were structural errors. In Figure 4, we show a screenshot of the verification tool used. It shows part of an EPC in which an AN D-split is later joined by an XOR join. Recall Figure 3, where we have shown that this is clearly incorrectly modelled. As a result, if this model would not be repaired, payments could be made for goods that were never received. Obviously, this is not desirable. In Figure 5 we show the repaired model, i.e. the XOR-join has been changed into an AN D-join. Now, the model is semantically correct, which means that it can be used in a business environment without problems. The results of our analysis of the whole procurement module are presented in Table 1, which contains three columns. The first column shows the name of the module. The second contains the verification result. We use “I” for incorrect models, “S” for syntactically correct models, and “C” for semantically correct ones. The final column gives the business-wise implication of the error found if this model would be translated into an executable specification, if applicable.
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5.2 Guided model selection From the previous section it seems that we can conclude that most errors are made in the higher level models. Using this as a guide, we tried to find problems in the reference models. In fact, in the high level models, it is not hard to find these mistakes, by manually browsing through the Aris for MySAP Reference model databases. These high level models are usually more complex then the lower level models (i.e. they contain more functions, events and connectors). Therefore, errors are more likely to be introduced there. We would like to mention two observations that we made during this guided model selection. The first observation is that often, one particular initial event is applied in several (sub)models. Take, for example, the event “Deliveries need to be planned”. This event occurs in 15 different models. Every time it occurs, it is joined with the event “delivery is relevant for shipment”. However, in some models this is done via an XOR-join, and in some models via an AN D-join. In Figure 6, we show these two events, used in the “Consignment Processing” module, where they are joined by an XOR-join. However, in Figure 7, we show the same two events in an AN D-join configuration. Since these two events are always followed by something that refers to transportation, it seems that they should always appear in an AN D-join configuration. However, only a designer with deep knowledge of the process that is modelled can decide if that is the case. The second observation, that seems to be a common one, is the effect of re-use. Typically, many different organizations have very similar processes. Therefore, when building refer-



Figure 4: Erroneous “Internal Procurement”
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Figure 5: Repaired “Internal Procurement”



ence models, it is a good idea to use one model to create another one. The new model is then customized in such a way that it fits the needs of the new organization better. Figure 8 shows a screenshot of the ARIS toolset, showing two models, namely “Q-notification with Complaint Against Vendor” on top and “Internal Quality Notification” below. These two models are exactly alike, except that in the top-model, a vendors complaint score can be updated. Here, re-use has been applied correctly. In Figure 9, two models are shown for which the re-use was performed incorrectly. The model on the left hand side represents the handling of a “Service Order” and on the right hand side it represents the handling of a “Maintenance Order”. They are very similar, except that the latter does not make a distinction between maintenance at a customer site and at an internal site. Both models however, contain the same mistake, which results from re-using one reference model to create the other model. When services are to be entered, the rightmost event called “Services are to be Entered” occurs. However, when that is the case, due to the XOR-split in front of it, the function “Overall Completion Confirmation” will never be able to execute. Solving this problem requires a good understanding of the modelled situation since many correct solutions are possible. It is important to realize that the changes made to the original model do not introduce the error. The error appears in both models.
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Figure 6: Events joined as XOR (×)



Figure 7: Events joined as AN D (∧)
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Table 1: Table of results for the procurement module Module name Internal Procurement ֒→ Goods Receipt ֒→ Invoice Verification ֒→ Purchase Requisition ֒→ Purchasing ֒→ Warehouse stores Pipeline Processing ֒→ Invoice Verification ֒→ Pipeline Withdrawal Materials and External Services



Result I C C C C C C C C S



֒→ Goods Receipt ֒→ Invoice Verification ֒→ Purchase Requisition ֒→ Purchasing ֒→ Service Entry Sheet ֒→ Transportation ֒→ Warehouse/Stores Procurement on a Consignment basis ֒→ Goods Receipt ֒→ Invoice Verification ֒→ Purchase Requisition ֒→ Purchasing ֒→ Warehouse/Stores Procurement via Subcontracting ֒→ Goods Receipt ֒→ Invoice Verification ֒→ Provision of Components ֒→ Purchase Requisition ֒→ Purchasing ֒→ Transportation ֒→ Warehouse/Stores



C C C C C C C C C C C C C I C C C C C C S



Return Deliveries ֒→ Invoice Verification ֒→ Outbound Shipments ֒→ Quality Notification ֒→ Shipping ֒→ Warehouse Source Administration ֒→ Outline Purchase Agreements ֒→ RFQ/Quotation



C C C C C C C C C



Implication of the problem Payments can be done for goods never received.



An invoice can be paid for ordered goods (not services) that have not yet been delivered.



An invoice that is received twice will be paid twice.



When materials are simultaneously placed into the stock and removed from it, erroneous behavior occurs. Operational procedures should avoid this.



Redundant objects are present.



6 Conclusion and future work Although we only looked at a small subset of the entire reference model database, we can draw some important conclusions. First of all, it seems that problems are more easily introduced into larger models than into smaller ones. The reason that we did not find many problems in low level models can probably be explained by the fact that these models are typically very small and thus easy to understand. Although this may seem trivial, it shows that even reference models should be kept small and understandable to the designers that use them. When the smaller models that are usually correct, are connected by higher level models, errors are easily introduced as well. As we saw in Section 5, these errors can lead to severe complications, such as invoices being paid twice. Second, when the same, or similar events
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are used in several modules, special care has to be taken. As we saw for the events with respect to shipments, there was no consensus about the use of them in different modules. Finally, the errors we found with our verification approach were all trivial to repair. Therefore, we feel that the use of such a verification tool in the early stages of process modelling, or reference model development would greatly improve the effectiveness and applicability of these models in later stages. At this moment, we see two interesting questions that we will follow up on. The first is the question of the involvement of the designer in the verification process. In Section 4, we have shown that the designer is involved in the verification process. However, some decisions were made by the verification tool itself (for example which reduction rules to use). It would be interesting to know to what extent designers want to be involved in the verification process, maybe up to the point where they can specify their own operational semantics for the models under consideration. Secondly, the verification method selected relies on behavioral properties of the model under consideration. We are interested in a verification method that would include structural properties as well. Although in our analysis performance was never an issue, it could be for larger, more complicated models.



Figure 8: Correct re-use of reference models
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Figure 9: Erroneous re-use of reference models
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Abstract: The Business Process Execution Language for Web Services (BPEL) is frequently used to implement business processes on a technical level. Yet, as BPEL is also very much related to business logic, BPEL process definitions have to be communicated to business analysts, whether for approval or for process re-engineering. As BPEL does not offer a graphical notation, an automatic transformation to a graphical language like Event-Driven Process Chains (EPCs) is required. In this paper, we present a transformation of BPEL to EPCs. We first define a conceptual mapping from BPEL to EPCs which provides the foundation for a transformation program from BPEL to EPML. Furthermore, we present the concepts used in our transformation program which are also applicable for transformations from block-oriented BPEL to other graph-based process languages.



1 Introduction Various languages have been proposed for business process modelling focusing on different aspects including business documentation, formal analysis, service composition or choreography [MNN04]. Recently, Web Service composition is gaining increasing attention as a technology to define business processes building on Web Services. The Business Process Execution Language for Web Services (BPEL4WS or BPEL) [ACD+ 03] is such a language for the definition of executable processes composed of Web Services. Yet, BPEL does not define a graphical notation for its modelling primitives. Accordingly, it is a problem to communicate BPEL process definitions to business analysts when their approval is needed. Basically, this problem stems from a difference between suitable presentations of business processes to business and technical staff. There is several research available that advocates a transformation between process modelling languages of these two different levels (see e.g. [zMR04, LGB05]). Such an approach is also applicable in order to communicate BPEL processes as Event-Driven Process Chains (EPC) [KNS92]. EPCs are especially well suited to serve as a target for a mapping from BPEL. Firstly, the graphical notation of EPCs is standardized which facilitates understandability. Secondly, as EPCs are well understood by business analysts, because they are frequently used to represent business requirements, e.g. in the context of SAP with the SAP Reference Model [KT98]. Furthermore, there is extensive tool support
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for modelling with EPCs. This allows for a simple reengineering of BPEL processes that have been made available as EPC models. Finally, there is a standardized interchange format for EPCs available called EPC Markup Language (EPML) [MN05] that can serve as the target format of a transformation program. In this paper, we present a transformation of BPEL to EPCs. After an introduction into both languages in Section 2, we define a conceptual mapping from BPEL to EPCs (Section 3). This mapping builds the foundation for a transformation program from BPEL to EPML. We continue with a discussion of implementational issues that arose while writing the transformation program, in particular how block-oriented BPEL control flow can be mapped to a graph-based EPC representation (Section 4). Furthermore, we present related research in Section 5 and conclude the paper with an outlook on future research.



2 BPEL and EPCs - An Introduction BPEL is an executable language to specify Web Service composition. That means that BPEL builds on a set of elementary Web Services to define a more complex process that is also accessible as a Web Service. BPEL offers several concepts of which we briefly sketch those that are relevant for the proposed mapping to EPCs. More details on activities and handlers will be explained in the context of the mapping. For a comprehensive overview refer to the specification [ACD+ 03]. • Variables: In BPEL variables are used to store workflow data and messages that are exchanged with Web Services. Variables have to be declared in the header part of a BPEL process. • PartnerLinks: Partner links represent a bilateral message exchange between two parties. Via a reference to a partnerLinkType the partnerLink defines the mutual required portTypes of a message exchange: it holds a myRole and a partnerRole attribute to define who is playing which role. PartnerLinks are relevant for basic activities that involve Web Service requests. • Basic Activities: Basic activities define the operations which are performed in a process. These include operations involving Web Services like the invoke, the receive, and the reply activity. There are further activities for assigning data values to variables (assign) or wait to halt the process for a certain time interval. Figure 1 shows a code fragment from the example given in the BPEL spec [ACD+ 03] which includes invoke, receive, reply, wait activities. • Structured Activities: BPEL offers structured activities for the definition of control flow, e.g. to specify concurrency of activities (using flow), alternative branches (e.g. via switch), or sequential execution (sequence). These structured activities can be nested. Beyond that, links can be used to specify synchronization constraints similar to control flow arcs. In Figure 1 sequence activities are nested in a flow activity to define the control flow.
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• Handlers: There are different handlers in order to respond to the occurrence of a fault, an event, or if a compensation has been triggered. Handlers are declared in the header part of a BPEL process (not shown in Figure 1). 001 ... 044 045 049 050 051 052 053 054 055 056 057 058 059 061 062 063 068 069 070 074 075 076 



077 078 082 083 087 088 089 093 094 095 099 100 104 105 106 107 108 112 113 



Figure 1: Code snippet of the example given in the BPEL spec [ACD+ 03]



We present EPCs as captured by the EPML format [MN05] that also serves as the target of our transformation program. EPML offers the traditional EPC elements (see Figure 2): functions for modelling activities, events to represent pre- and post-conditions of functions, connectors to describe different joins and splits, e.g. for concurrent or alternative branches of a process, hierarchical functions and process interfaces to specify sub-processes. These elements can be connected with control flow arcs. Furthermore, we will use participant elements and data fields in our mapping from BPEL. The first one captures organizational or human resources involved in the process, the second describe data elements. Both these elements can be connected to function elements via so-called relations. For more details on EPCs and EPML refer to [MN05]. Figure 3 illustrates the mapping from BPEL to EPML by giving the example purchase order process of the BPEL specification (see Figure 1 and [ACD+ 03]) as an EPC business
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Figure 2: EPC symbols used in the mapping to BPEL



process model. The grey columns highlight the concurrent sequences that are nested within a flow activity in BPEL. The process part on the right-hand side captures the fault handler that has been modelled for the process. Yet, it needs to be mentioned that EPCs are not able to express explicit termination semantics - this would be required in order to correctly map fault handlers to EPCs. As you can see in Figure 3, there is an OR join waiting for the fault handler to complete. Standard EPCs do not offer a cancellation concept which could be used to represent termination semantics more appropriately. For more details on this topic refer to [MNN05]. Basic activities map to function-event blocks, that may have relationships with data fields (capturing BPEL variables) or participants (representing partnerRoles of a partnerLink). The example shows that BPEL defines complex business semantics that need to be understood by a process owner or a business analyst. This illustrates the need for an automatic transformation from BPEL to EPCs.



3 Mapping from BPEL to EPCs As non-control flow elements of EPCs do not have a formal semantics and BPEL still includes some ambiguities (see e.g. [MSW+ 04]), it is important to explicitly define the purpose of the mapping and to explicate the resulting design principles. Our focus is to provide for a graphical representation of BPEL processes as EPCs in order to communicate the process dynamics to business analysts. This leads to the design principles that are applicable for the proposed mapping: 1. There should be no restriction of the constructs used in the BPEL models. We only assume the BPEL process models to be compliant with the BPEL specification in order to make the mapping work. 2. The EPC visualization focuses on the dynamic behavior of the BPEL model. Elements of a BPEL model that represent static information are represented in the EPC only if they help business analysts to understand the process logic. This implies that partnerLink declarations, variable declarations, and correlation sets as such are not addressed by the mapping. Still variables and partnerRoles of partnerLinks are represented when they are involved with the execution of an activity, e.g. when a receive activity writes an incoming message to a variable. 3. In order to present EPCs in a way that business analysts are familiar with, the in-
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Figure 3: Example Process of BPEL Specification as EPC, compare Figure 1. The grey area highlights the sequences nested in the flow activity [ACD+ 03].
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vention of BPEL specific EPC constructs is not intended here. Yet, BPEL specific parameters may be contained in the resulting EPML file, as long as these attributes do not affect the graphical EPC model. Such parameters can be written to EPML attributes which may be annotated to most elements of an EPML file. 4. BPEL constructs should be transformed to blocks of EPC elements that offer equivalent semantics. EPC elements get names that are generated from the names of the corresponding BPEL elements. 5. It is a point of discussion whether BPEL handlers should be included in generated EPC models. We include the mapping in this paper being aware that business analysts might not be interested in them, and EPC models would be more compact leaving them out. Still, the handler related fragment can easily be deleted from the EPC model. Mapping of basic activities: There are two aspects that have to be considered for most of the mappings. First, all basic and structured activities may be target or source of links. The BPEL flow activity may define multiple links that represent synchronization constraints between a source and a target activity. We will discuss this concept in the context of the flow. Second, basic activities map to an EPC function-event block in the general case. Structured activities determine the control flow between these function-event blocks. Beyond such a block, the mapping may generate additional data fields and participants in the EPC representation. We illustrate the mappings in the following. Invoke, Receive, and Reply: All these three activities are related to Web Service interaction. All of them specify the attributes partnerLink, portType and operation. In the example of Figure 3 the process is instantiated when a purchase order is received from a purchasing partner via a receive activity. At run-time the process engine maps partnerLink and portType to actual endpoints that can be used in the message exchange. All these three activity types map to a function-event block whose names are built from the type of the activity and its operation attribute. Accordingly, a receive with operation Purchase Order yields the EPC function name Receive Purchase Order. The three activities involve messages that are read from input and written to output variables. These are mapped to EPC data fields that are connected via a directed relation to the function element. The relation points to the data field if the variable is written, and to the function in the other case. The name of the data field holds the name of the variable involved. Furthermore, a participant element is generated whose name is taken from the partnerRole of the partnerLink. Figure 4 illustrates the mapping. For the invoke activity two cases have to be distinguished. A synchronous invoke is similar to the execution of a remote function with in- and out-parameters: the control flow is continued only after the result of the Web Service invocation is received. This implies that synchronous invocations are connected with two data fields representing the input and the output variable. In contrast, the asynchronous invoke does not wait for the answer of the remote Web Service, accordingly there is only an input variable to be represented in the EPC model. A optional correlation element inside an invoke activity is not transformed, compensation and fault handler can be attached to the activity and will be described in
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detail later. The representation of receive is similar to invoke. Each receive is connected to only one data field which receives the incoming message. reply on the other hand has a data field for the outgoing message. Previous action ended
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Figure 4: BPEL Web Service related basic activities mapped to EPCs



Other basic activities: Figure 5 shows the EPC representations of the other basic activities. All of them, with empty as an exception, are mapped to an function-event block. The wait activity is connected to a data field that specifies the time to be waited. Time may be specified either as a duration (e.g. for 1 hour) or by a point in time (e.g. until 2:00pm). The subsequent event occurs when the specified time has arrived. The terminate activity immediately terminates all activities of a business process and is followed by an end event of the process.1 The assign activity is used to set the value of variables. The new value can stem either from another variable, from an expressions or from constants. Inside of an assign activity one or more copy operations specify which values are assigned. Each variable involved is represented in EPCs by a data field. The EPC function is followed by an event that represents the end of the copy operation. Another basic BPEL activity, the empty activity, does not yield a function-event block. Yet, it has to be included in the mapping if there are source and target links connected to it (see flow activity). The throw activity writes a fault to the fault variable of the current scope signalling an exception. This triggers the fault handler (explained in the subsection on handlers). Furthermore, the compensate activity is represented by a function-event block. It starts compensation which is also discussed in the context of BPEL handlers. Mapping of structured activities: BPEL contains five structured activities to define the control flow; those include sequence, switch, pick, while and flow. A sequence contains one or more activities as nested child elements that are executed sequentially in the order they are listed. This sequence is mapped to a sequence of EPC elements corresponding to the elements nested in the BPEL sequence. The while activity is used to repeat a basic or structured actitity as long as a specified condition holds true. This is mapped to an XOR join followed by a function to check the condition. An XOR split leads to two events: if the condition is true event is triggered, the nested branch is executed another time. Otherwise, navigation continues with the activity subsequent to the while. The 1 This mapping is basically a work-around as end events have implicit termination semantics in EPCs and a cancellation concept is missing in standard EPCs.
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Figure 5: Further BPEL basic activities mapped to EPCs



switch activity consists of one function that evaluates an expression and, depending on the result, one of alternative branches is activated. The EPC representation of switch consists of a function for checking the condition followed by a block of alternative branches between an XOR split and an XOR join. The pick activity has some similarities to the switch. Yet, instead of evaluating an expression it waits for the occurrence of one out of a set of events and executes the associated activities. These events may be related to time or to message receipts. Syntactically, the pick maps to the same control flow elements as the switch. In the case of OnMessage conditions the message is specified with noncontrol flow elements similar to a receive activity. In the case of an OnAlarm event the time is modelled similar to the wait activity. Each alternative event is followed by nested activities merged with an XOR join. The flow construct enables modelling of concurrent activity branches. In EPCs concurrency is modelled by a block of parallel branches started with an AND split and synchronized with an AND join. There may be further synchronization conditions between activities specified by so-called links: each activity nested in a flow can be source and target of multiple links. This means that the target activity has to synchronize with the completion of the source activity. In general, each target link maps to an arc that enters an OR join prior to the target activity. Each source link maps to an AND split after the completion event of the source activity. This mapping was applied in the purchase order process of Figure 3. Additionally, the source activities may contain a transition condition (compare left part of Figure 6). If this condition yields true the subsequent AND split activates the following activity of the own branch as well as the link to the target activity. In the other case the own branch is also continues, but without activating the target link. The non-local semantics of EPC’s OR join perfectly match to represent the death-path-elimination specified by BPEL for links with transition conditions. For more on this topic refer to [Ki04]. Mapping of handlers: In BPEL so-called scopes are used to declare areas of a process that share correlation sets, fault handlers, event handlers, compensation handlers or variables. Handlers will be mapped to EPCs without the need to generate explicit scope constructs. Variable declarations and correlations sets are not transformed. Handlers can be associated with whole BPEL processes, scopes, or single invoke activities. In the fol-
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Figure 6: BPEL flow and fault handler mapped to EPCs



lowing we will refer to these three concepts using the term branch. Handlers wait for the occurrence of specified events. As a response certain activities are executed which are specified as sub-elements of the corresponding handler. There are two kinds of event handlers available. The onMessage event handler is mapped to an AND split and AND join that separates the main process from the event handling. The actual handling is mapped to a loop that waits as long for incoming messages as the concurrent main process has not ended. The OnMessage handler is associated to non-control flow elements similar to the receive activity. Each time a matching message arrives corresponding activities of the handler are executed. If the main process is still active, the loop is re-entered to wait for new matching messages. The onAlarm event handler is related to time events. Its mapping is similar to onMessage, but the activities to handle the event are executed once at most. Accordingly, there is no loop needed. The time event maps to a function similar to the wait activity. Fault handlers are activated in response to a throw basic activity. Throwing a fault stops all processing of the current branch. The fault name and fault data enable the fault handler to identify the fault thrown. Because the borders of scopes are not shown in the EPC, the faults that have to be caught by the attached handler are marked with the name of the branch in which they occur (compare right part of Figure 6). Like the handlers described before, the fault handler waits until either a fault event occurs or the execution of the main branch ends. In the first case a function evaluates which kind of fault occurred and chooses
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the corresponding activity. Therefore all BPEL catch constructs map to events subsequent to an XOR split. According to the BPEL specification, the event description contains either the name and variable, only the name, or only the variable of a fault. After the fault was handled and not re-thrown to the enclosing scope, the control flow is continued after the branch in which the fault occurred. If a branch does not specify a catchAll handler, the so-called implicit fault handler is included. This is mandatory if the scope contains throw activities that have no corresponding handler. The implicit fault handler triggers compensation of all child scopes and re-throws the fault in the parent scope. Unlike the fault handler a compensation handler is only available for invocation if the corresponding activity has completed normally. After this, it can be invoked until the process ends. Therefore, a compensation handler is mapped to a separate EPC process in the EPML file that consists of a loop starting after the activity to be compensated has ended. Inside the loop a function checks if the corresponding compensation signal is thrown, in which case the compensation function is executed. Such signalling can only be represented descriptive in EPCs. Implicit compensation handlers only have to be mapped to EPCs if they contain a child or descendent scope or invoke activity that has a compensation handler.



4 The BPEL2EPML Transformation Program Building on this conceptual mapping we have started implementing a transformation program called BPEL2EPML in the object-oriented scripting language XOTcl [NZ00], which is an extension of Tcl, using the tDOM package. So far, BPEL processes made up of flow and sequence activities as well as Web Service basic activities can be transformed automatically to EPML. The transformation follows a Flattening strategy2 as reported in [MLZ05]. For the implementation the following three issues had to be solved: transformation of basic activities, transformation of structured activities, and compliance with EPC syntax rules. The program processes the structure of nested BPEL activities hierarchically, starting from the top process element. In order to derive a graph-based EPC model, unique IDs have to be generated for each EPC element plus corresponding arcs and relations that reference the correct IDs. The BPEL2EPML program defines a transformation class that holds the nextId of type integer as a class variable. For each activity type, there is a specialized method to generate EPML output. Each time a new EPC element is added to the EPML output, its ID is set to the current nextId which is incremented afterwards. Using this mechanism allows to map each basic activity to a function-event block with accompanying data fields and participant elements without a clash of unique ID elements. Yet, there is another mechanism needed to ensure that the function-event block is correctly connected to other function-event blocks via arcs. The transformation methods for the structured activities provide for correct connections between the function-event blocks. Each structured activity method generates the corresponding control structure in which blocks for its child activities can be placed. For each 2 Pseudo



code for the control flow transformation can also be found in [MLZ05].
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Abbildung 3: Flexibler Prozess zur Auftragsbearbeitung (Ereignisdiagramm)
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In der ursprünglichen EPK zur Auftragsbearbeitung wurde lediglich das externe Auslöseereignis „Auftrag ist erteilt“ durch das interne Auslöseereignis „Auftrag ist zu bearbeiten“ substituiert. Ansonsten bleibt diese EPK unverändert. Sie ist völlig unabhängig von der EPK mit der Funktion „Auftrag freigeben“. Jede der beiden EPK enthält somit losgelöst vom Gesamtprozess eine isolierte Darstellung des betreffenden Teilprozesses. Das in dem Ereignisdiagramm abgebildete Kopplungssystem beschreibt die eigentliche Prozesslogik. Hier kann der Gesamtprozess flexibel an sich ändernde Anforderungen bezüglich der Notwendigkeit einer Auftragsfreigabe angepasst werden. Das Ereignisdiagramm beinhaltet damit letztlich die Prozesskonfiguration, welche für die Komposition der autonomen Teilprozesse zum Gesamtprozess verantwortlich ist. Zum Vergleich seien die beiden klassischen Möglichkeiten in den Abbildungen 4 und 5 aufgezeigt, den Beispielprozess ohne das Konzept der selbststeuernden Prozesskonfiguration darzustellen. Der entscheidende Nachteil in Abbildung 4 liegt in der engen Kopplung aller möglichen Prozessverläufe sowie der integrierten Abbildung von fachlichen Funktionen und Prozesslogik. Auftragsbearbeitung und –freigabe sind hier nicht als autonome Teilprozesse dargestellt, sondern gemäß der aktuellen Prozesslogik miteinander verknüpft. Sie sind infolgedessen keine autonomen Elemente einer Bibliothek von Teilprozessen. Ungeachtet dessen, dass der Ablauf einer Freigabe für Aufträge >= 100.000 EUR in Bezug auf Aufträge mit geringen Beträgen ohne Belang ist, trägt er zur Komplexität der Darstellung des Ablaufs für Aufträge < 100.000 EUR bei. Die integrierte Darstellung der Prozessverläufe hat zur Folge, dass jede Änderung der Prozesslogik (beispielsweise zusätzlich die Berücksichtigung „priorisierter“ Aufträge) eine Anpassung der vorliegenden EPK bedingt, obwohl die Funktionalität der eigentlichen Auftragsbearbeitung davon unberührt bleibt. Die hier verdeutlichten Probleme werden durch die Einführung von Prozessschnittstellen und die Verteilung der Abläufe auf mehrere EPK nicht grundlegend behoben, wie Abbildung 5 zeigt:
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Abbildung 4: Unflexibler Prozess zur Auftragsbearbeitung (eine EPK)
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Abbildung 5: Unflexibler Prozess zur Auftragsbearbeitung (zwei EPK) Durch die Einführung der Prozessschnittstellen wird zwar die interne Logik der Freigabe von der eigentlichen Auftragsbearbeitung getrennt, die EPK zur Auftragsbearbeitung bleibt jedoch weiterhin fest mit der (EPK zur) Freigabe verknüpft. Allgemein erfordert in der klassischen Darstellung eine Änderung der Modulreihenfolge die Anpassung der beteiligten EPK. Die Autonomie der Teilprozesse (EPK) ist durch die Prozessschnittstellen und die gleichzeitige Verwendung der Startereignisse als Endereignisse (und umgekehrt) verletzt. Die selbststeuernde Prozesskonfiguration sorgt durch die Entkopplung der einzelnen EPK und die Kapselung des Prozessverlaufs in Ereignisdiagrammen für eine erhöhte Modul-Interflexibilität. Die Module können in nahezu beliebiger Reihenfolge durchlaufen werden. Die aus der selbststeuernden Prozesskonfiguration resultierende höhere Modellzahl sowie die Einführung zusätzlicher Ereignisse in Form von internen Auslöseereignissen sind nur dann nicht zu rechtfertigen, wenn bei gering komplexen Problemstellungen wenige, geringfügige Unterschiede im Prozessverlauf abzubilden sind.
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Es sei darauf hingewiesen, dass eine Substitution der Ereignisdiagramme durch entsprechende EPK, in denen die Bereitstellungs- und Auslöseereignisse durch Verknüpfungsfunktionen miteinander verbunden werden, möglich ist. Die Verwendung eines eigenen Modelltyps (Ereignisdiagramm) für die Verknüpfung der Module führt jedoch zu einer weitaus höheren Transparenz: die Module werden durch EPK, der Prozessverlauf wird durch Ereignisdiagramme modelliert. Zudem wird die Verknüpfungslogik nur in den Ereignisdiagrammen explizit abgebildet: sie können ohne zusätzliches Wissen über die Semantik der Verknüpfungsfunktionen interpretiert und somit maschinell ausgewertet werden. 4.2 Variable Funktionsreihenfolgen Die Forderung nach Modul-Intraflexibilität lässt sich verschiedenartig konkretisieren. So können Umwelteinflüsse es erforderlich machen x



Funktionen bzw. Prozessschritte zusammenzufassen,



x



einzelne Funktionen bzw. Prozessschritte nicht auszuführen,



x



Funktionen bzw. Prozessschritte in unterschiedlicher Reihenfolge durchzuführen,



x



auf Fehlersituationen unterschiedlich zu reagieren,



x



die möglichen Ergebnisse einer Funktion bzw. eines Prozessschrittes situationsabhängig einzuschränken oder



x



Funktionen bzw. Prozessschritte unterschiedlich zu parametrisieren



In diesem Abschnitt wollen wir uns der Thematik variabler Funktionsreihenfolgen zuwenden, welche in ihren einzelnen Ausprägungen schon Gegenstand zahlreicher Arbeiten gewesen ist. Kiepuszewski behandelt in [Ki02] allgemeine Aspekte des „Interleaved Parallel Routing“. Gegenstand dieser Thematik ist die sequentielle Ausführung von Funktionen in einer Reihenfolge, die erst zum Zeitpunkt der Prozessausführung determiniert wird. Unter besonderer (aber nicht ausschließlicher) Berücksichtigung der Umsetzung in PetriNetzen wird dieselbe Thematik ebenfalls in [Aa02] behandelt. In [MNN05] wird ein Ansatz zur Realisierung dieses Modellierungsmusters mit Hilfe von EPK vorgestellt.
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Einfacher und in ihrer Ausrichtung ähnlich sind die Konzepte in [ST05] und [Gr05]. Während Scheer und Thomas einen neuen Operator einführen, den Sequenzoperator, kommt Grief in seiner Arbeit ohne zusätzliches Konstrukt aus. Er verwendet eine allgemeine Funktion (welche situationsbedingt spezialisiert werden kann) „nächste Aktion bestimmen“ in Kombination mit einem XOR-Verteiler und einer Schleife. Durch den XOR-Verteiler wird explizit gemacht, dass die zur Auswahl stehenden Prozesspfade alternativ durchlaufen werden, und eine Parallelität aus Prozesssicht nicht erlaubt ist. Durch die Schleife wird die Entscheidungsfunktion „Nächste Aktion bestimmen“ (oder eine prozess- bzw. situationsabhängig spezialisierte Funktion) wiederholt durchlaufen, wodurch eine dynamische Entscheidung bezüglich des nächsten auszuführenden Prozesspfades zur Laufzeit des Prozesses ermöglicht wird. Dabei kann auch entschieden werden, dass situationsbedingt nicht alle Prozesspfade durchlaufen werden. Ein konkretes Beispiel zur Anwendung dieses Modellierungsmusters ist in [Gr05, S. 202 - 205] zu finden.



5 Gesamtkonstruktion Während mit der selbststeuernden Prozesskonfiguration Modul-Interflexibilität erreicht wird, besteht die Zielsetzung variabler Funktionsreihenfolgen in der ModulIntraflexibilität. Für eine Zusammenführung der beiden Ansätze ist die Wahl der Betrachtungsebene, „intermodular“ oder „intramodular“ zu klären: Kann also eine vorliegende Flexibilitätsproblematik prozessbezogen durch ein Modul oder nur durch mehrere Module abgebildet werden. Die selbststeuernde Prozesskonfiguration mit Hilfe von Ereignisdiagrammen setzt voraus, dass die Umwelteinflüsse, welche die nächste auszuführende Funktion bzw. den nächsten Prozessschritt determinieren, explizit durch Ereignisse benannt und abgebildet werden können. Die in [ST05] und [Gr05] beschriebene variable Funktionsreihenfolge zur Erreichung von Modul-Intraflexibilität kann auch dann bereits angewendet werden, wenn die alternativen Prozesspfade bekannt sind, jedoch noch bezüglich der Bedingungen, unter denen der nächste auszuführende Prozesspfad auszuführen ist, Unsicherheit herrscht. Der Einsatz der selbststeuernden Prozesskonfiguration bietet sich „Top-down“ folglich an, wenn in einer Flexibilität fordernden dynamischen Umwelt die Gesamtsituation durch Ereignisdiagramme höher aggregiert beschreibbar ist. Einzelne, nicht vollständig durch Ereignisse erfassbare Unsicherheiten der Gesamtsituation können durch variable Funktionsreihenfolgen in Modulen detailliert abgebildet werden. „Bottom-up“, von einem flexiblen Modul (zur Bewältigung einer Teilproblematik) zu einer flexiblen Modulmenge (für die Gesamtproblematik), kann gegangen werden, wenn sich zunehmend Unsicherheiten durch klar definierte Ereignisse darstellen lassen. Grundsätzlich denkbar ist aber auch, beide Ansätze (selbststeuernde Prozesskonfiguration und variable Funktionsreihenfolgen) auf einer Betrachtungsebene anzuwenden. Dies sei anhand des bereits bekannten Beispiels zur Auftragsbearbeitung veranschaulicht:
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Zu Beginn der Prozessmodellierung ist bekannt, dass unter – noch nicht geklärten Voraussetzungen – ein Auftrag zunächst freizugeben ist, bevor er abgewickelt werden darf. Damit sind die Voraussetzungen zur Abbildung der Prozesskonfiguration in einem Ereignisdiagramm noch nicht gegeben. Die in [ST05] und [Gr05] beschriebene Methode zur Abbildung variabler Funktionsreihenfolgen kann jedoch bereits angewandt werden. Herrscht später Klarheit über die konkreten Bedingungen für die Notwendigkeit einer Freigabe, so sind die Voraussetzungen für eine selbststeuernde Prozesskonfiguration erfüllt.
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Abstract: The idea of Business Process Management demands that companies change their focus from optimising tasks to focusing on whole business processes optimising the overall value chain. However process models depicting such complex processes are perceived as complicated and therefore as hard to use. The critical task is to present only relevant model parts to users and at the same time enable them to locate their contribution within the entire value chain. This paper discusses an approach for tailoring Event-driven Process Chains to those parts that are relevant to selected organisational units. The approach uses the allocation of organisational units to functions as a selection criteria for relevant model parts. A distinction between concurrent and alternative collaboration and the implementation of a corresponding notation within the EPC notation enable the introduction of additional process interfaces, a standard feature of Event-driven Process Chains, into the tailored models. The process interfaces ensure the visibility of the connected business process. Therefore the approach helps to resolve the depicted conflict.



1 Introduction In order to handle and accurately describe business processes for all parties involved, today’s companies are using numerous modelling techniques, each aiming at different goals and audiences. This leads to a significant complexity of the modelling landscape. A high degree of complexity however results into a decrease of user acceptance [RSD05]. For that reason the quality of conceptual models is subject of academic research for a long time (e.g. [LSS94, Ros96]). When creating models, companies have to incorporate the same factors as for every other product, i.e. time, costs, and quality. The impact of these factors also depends on the purpose of modelling. E.g., a model created for simulation purposes will differ from the model created for knowledge management or organisational documentation. Also the HR manager’s demand on models of the company will for sure differ from the requirements of technicians. Proces modelling for various user groups or purposes is called multi-perspective modelling whereas each perspective is a subset of the total model [Ros03]. Powerful tools like the Architecture of Integrated Information Systems (ARIS) [Sch94b, Sch00] support the creation of such multi-perspective models. The architecture enables the integration of different perspectives. It distinguishes between an object and its oc-
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currences. By using occurrences, the same object can be used in several models and modelling perspectives. Within ARIS, the process modelling language of Event-driven Process Chains (EPCs) is used as an anchor point for the integration of the different perspectives. EPCs are commonly used to depict the control flow of a business process, i.e. the order in which tasks have to be performed (see Figure 1). In addition EPCs provide the integration of multiple perspectives. They allow connecting occurrences of elements used within specialised perspectives (e.g. data, organisational units, or utilities) to functions. So the relevance of the particular element for the function becomes obvious. However, the current assignment notation lacks of information about the interaction between multiple connected elements. For that reason we introduce new connectors which are depicting different kinds of collaboration in the first part of this paper (e.g., see function Release Invoice manually in Figure 1). We focus on the assignment of organisational units to functions, but connectors for other assignments should be definable in a similar way. 3XUFKDVH RUGHU FUHDWHG
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Figure 1: Example Invoice Verification Process



By adding additional elements like stakeholders or data to the process flow even small EPCs can become fairly complex [KKS04]. E.g., the simple and clearly arranged invoice verification process in Figure 1 needs almost half an A4 page. Also the structure of EPCs (with, functions, surrounding events, connectors, and arcs in between) drives the model complexity, especially when creating models with a large number of functions and connectors. However, it is important that a user of a model quickly identifies those parts of the



157



model that are relevant to him, i.e. the level of information presented must correspond to his requirements [MG75, BDFK03]. Thus, we introduce a reduction mechanism for EPCs in the second part of the paper so that the resulting process model is of high relevance for a selected organisational unit. E.g., in the depicted invoice verification process the manager should just see the function Release Invoice automatically and its direct environment. For this we not only consider the selected elements from the original process (similar to [BDFK03, BDKK02, RSD05]) but also introduce interfaces making the overall process flow and therefore the contribution to the value chain visible. To conclude we summarise the contribution of this paper and we give an outlook on potential future extensions.



2 Assigning Organisational Units to Functions: Who has to do it? To depict the involvement of organisational units within a process, EPCs allow connecting organisational units to functions. The reasons for such a connection (and therefore for the involvement) are manifold. E.g., the ARIS Toolset [Sch94a] suggests reasons like: • The organisational unit executes the function. • The organisational unit contributes to the function. • The organisational unit must be informed about result of the function. • The organisational unit has a consulting role in the function. In the definition of eEPCs it is requested that each organisational unit is involved in at least one function and that each function is allocated to at least one organisational unit as depicted in the meta model in Figure 2. 2UJDQLVDWLRQDO 8QLW
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Figure 2: Meta model for allocating organisational units and functions (adapted from [RzM97, Sch00])



The meta model depicts that an organisational unit can be involved in more than one function as well as more than one organisational unit can be involved in a function – also for the same reason. E.g., it may be required that the management as well as the sales department have to contribute actively to the performance of a market analysis. Table 1 provides a matrix illustration of the involvement of different departments in a real-world order processing situation where three kinds of involvement are distinguished [Sch00]. The notion of the matrix quasi conforms to so-called RACI matrices [PW05], just the labeling differs.
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