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Abstract We present a new approach combining dynamic slicing with path conditions in dependence graphs enhanced by dynamic information collected in a program trace. While dynamic slicing can only reveal that certain dependences have been holding during program execution, the combination with dynamic path conditions reveals why, as well. The approach described here has been implemented for full ANSI-C. It uses the static dependence graph to produce a finegrained variable and dependence trace of an executing program. This information is used for dynamic slicing, yielding significantly smaller sets of statements than static slices, as well as for increasing precision of the path condition between two statements. Such a dynamic path condition contains explicit information about if and how one statement influenced the other. Dynamic path conditions work even when tracing information is incomplete or corrupted e.g. in case of a “damaged flight recorder”. Categories and Subject Descriptors D.2.4 [Software Engineering]: Software/Program Verification; D.2.5 [Software Engineering]: Testing and Debugging—Tracing; F.3.1 [Logics and Meaning of Programs]: Specifying and Verifying and Reasoning about Programs; F.3.2 [Logics and Meaning of Programs]: Semantics of Programming Languages—Program Analysis General Terms Algorithms, Reliability, Security, Theory, Verification Keywords Dynamic Slicing, Dynamic Chopping, Path Condition, Information Flow Control



1.



Introduction



Security for a software product should always be guaranteed a priori to its deployment, at least for security-sensitive products. Traditionally, this task has been done by static program analysis techniques which provide powerful means to guarantee certain properties. For example, the ValSoft system [13] uses static program slicing to check if security relevant parts of the system are influenced by not security relevant parts and if such an influence has ∗ This



research was supported by Deutsche Forschungsgemeinschaft (DFG grant Sn11/9-1).



Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PEPM ’06 January 9–10, 2006, Charleston, South Carolina, USA. c 2006 ACM. This is the author’s version of the work. It is posted here Copyright by permission of ACM for your personal use. Not for redistribution. The definitive version was published in Proc. PEPM’06.



been found, ValSoft can generate necessary conditions for this influence to occur (called path conditions). Program slicing can be seen as a form of information flow control [16]. Still, such checks can only assert the validity of the specified properties. For unforeseen incidents security-sensitive modules usually contain some sort of “flight recorder”. It allows a posteriori reconstruction of problems leading to a—possibly fatal—error. This work presents a new approach to employ the data recorded during program execution—the program trace—for a posteriori detection and isolation of problem causes. The trace is used to gain higher precision in two ways, which may as well be combined: First, a dynamic slicing algorithm identifies all statements that actually influenced the fatal statement during program execution. The dynamic slice is generally much smaller than the static slice and thus, a smaller set of statements have to be examined. If such a statement is suspicious, a path condition can be computed between the suspicious and the fatal statement. Path condition generation is based on a chop between the suspicious and the fatal statement. The dynamic chop between these statements is, again, generally much smaller than the static chop (chops contain the statements that participate in an influence from a source to a target statement). Thus, a dynamic chop contains a smaller number of paths between the two statements, leading to a less conservative path condition. Second, the observed values of program variables are transformed into an additional logical constraint, which, conjunctively combined, improves the precision of path conditions. This dynamic path condition allows the precise reconstruction of the scenario that lead to the fatal error (post-mortem analysis). If the dynamic path condition is unsatisfiable, there was definitely no influence between the given statements even though the dynamic chop indicated otherwise. But if the path condition is satisfiable, it serves as a “witness” for the illegal information flow: A constraint solver will resolve the path condition to input values which triggered the illegal flow. These input values can be given to the program again and the influence becomes visible once more. In case of safety violations, these input values thus serve as witnesses for the illegal behavior. The remainder of this paper is organized as follows. Section 2 presents the theoretical foundations of slicing and path conditions. In Section 3 we describe how information for the program trace is collected and discuss problematic points of tracing. Section 4 presents the variants of the dynamic slicing algorithm. Their application for path condition generation and the additional constraint based on dynamic variable data is described in Section 5. Experimental results are presented in Section 6. Related work is discussed in Section 7. The last section concludes and presents future work.
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a = u(); while (n >0) { x = v(); if (x >0) b = a; else c = b; } z = c;
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Figure 1. A small program and its dependence graph



Path Conditions



In order to make the analysis more precise, Snelting et al. introduced path conditions [16], which are necessary conditions for information flow between two nodes. The formulae for the generation of path conditions are quite complex (for details, see [16]), and only the most fundamental formula will be given here: _ ^ PC(x, y) = E(z) P



Foundations



2.1



Static Slicing and Dependence Graphs



Mark Weiser introduced (static) program slicing primarily as a debugging aid [21]. The idea was that programmers mentally abstract away any code that cannot influence a statement showing unexpected behavior. He called this statement the slicing criterion. Weiser gave an algorithm for automatic slicing based on data flow analysis in the source code. Later, program slicing was defined as a reachability analysis in the Program Dependence Graph (PDG) [6]. Program dependence graphs are a standard tool to model information flow through a program. Program statements or conditions are represented by the nodes, the edges represent the dependences between statements or conditions. A data dependence edge x → y means that statement x assigns a variable which is used in statement y (without being reassigned underway). A control dependence edge x → y means that the mere execution of y depends on the value of the condition x (which is typically a condition in an if- or whilestatement). A path x →∗ y means that information can flow from x to y; if there is no path, it is guaranteed that there is no information flow. In particular, all statements (possibly) influencing y (the so-called backward slice) are easily computed as BS (y) = {x | x →∗ y} For the small C program and its dependence graph in Figure 1, there is a path from statement 1 to statement 9, indicating that input variable a will eventually influence output variable z. Since there is no path 1 →∗ 4, there is definitely no influence from a to x. A chop for a chopping criterion (x, y) is the set of nodes that are part of an influence of the (source) node x on the (target) node y. This is basically the set of nodes that lie on a path from x to y in the PDG: CH(x, y) = {z | x →∗ z →∗ y} For programs with procedures slicing and chopping is more complex because the calling context of procedures has to be obeyed. However, because the calling context is preserved in dynamic slicing and chopping almost automatically, it will not be discussed here. Note that PDGs and slicing are much more complex for realistic languages with pointers, complex control flow, and data structures. An overview of fundamental slicing techniques can be found in [12, 18]; technical details will not be discussed here. For the full C language, the computation of precise dependence graphs and slices is absolutely nontrivial; there is ongoing research worldwide since 15 years. The state of the art in PDGs and slicing is summarized in the recent work by Krinke [11].
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where E(z) is a necessary condition for the execution of z: _ ^ E(x) = c(ν → µ) P



2.



Path x→∗ y



Control Path Start→∗ x



ν→µ∈P



A control path is a path that consists of control dependence edges only. Thus, E(x) is computed along all control paths from the Start node of the function to x based on the conditions c(ν → µ) associated with dependence edge ν → µ. For control dependences, c(ν → µ) is typically a condition from a while- or if-statement. Program variables in a path condition are (implicitly) existentially quantified, as they are necessary conditions for potential information flow. Because the paths between the criterion nodes are based on the computed chops, we assume that a chop CH(x, y) is the set of paths between x and y. We will be interested in the set of paths P1 , P2 , . . . ∈ CH(x, y) and a slightly relaxed notation for path conditions is used: _ ^ PC(x, y) = E(z) P∈CH(x,y) z∈P



Figure 1 shows a small example program fragment and its dependence graph. For this example, the following execution and path conditions are computed: c(2 → 3) ≡ c(2 → 4) ≡ (n > 0), c(4 → 5) ≡ (x > 0), c(4 → 7) ≡ (x ≤ 0), E(1) ≡ true, E(3) ≡ (n > 0), E(5) ≡ (n > 0) ∧ (x > 0), PC(1, 5) ≡ E(1) ∧ E(5) ≡ ∃n, x.(n > 0) ∧ (x > 0) In the presence of complex data structures like arrays or pointers, additional constraints will be generated. For data dependences, c(ν → µ) is a condition constraining information flow through data types. As an example we only consider arrays (a full presentation can be found in [16]): A data dependence ν → µ between an array element definition a[E1 ] = . . . and a usage . . . = a[E2 ] generates c(ν → µ) ≡ E1 = E2 ; all other data dependences will generate c(ν → µ) ≡ true. The equation to compute a path condition now becomes: _ ^ ^ PC(x, y) = E(z) ∧ c(ν → µ) P∈CH(x,y) z∈P



ν→µ∈P



For clarification consider the following program fragments and their path conditions: 1 2 3



a[i+3] = x; if (i >10) y = a[2*j -42]; PC(1, 3) ≡ ∃i, j.(i > 10) ∧ (i + 3 = 2 j − 42)



and 1 2 3



a[i+3] = x; if ((i >10)&&(j 10) ∧ ( j < 5) ∧ (i + 3 = 2 j − 42) false



These examples indicate that path conditions give precise conditions for information flow and can even determine that such flow is impossible even though there is a path in the graph. Note that in practice path conditions tend to be large and a constraint solver is used to simplify them. Details of path condition generation are not presented here, but the reader should be aware that making path conditions work for full C and realistic programs required years of theoretical and practical work [11, 14–16]. Just to mention a few things: the program must be transformed into single assignment form first (see below); and while PDG cycles can be ignored, due to the high number of cycle-free PDG paths in realistic programs, interval analysis for irreducible graphs must be exploited to obtain a hierarchy of nested sub-PDGs; BDDs must be used to minimize the size of path conditions. Today, our implementation ValSoft can handle C programs up to approx. 10000 LOC and generate path conditions in a few seconds or minutes. 2.2.1



Multiple Variable Assignments



Consider the example code in Figure 2 (left) and the (primitive) path condition PC(1, 5) ≡ (x < 7) ∧ (x = 8) between a in line 1 and x in line 5. This condition is unsatisfiable, although there is definitely a way how line 1 can influence line 5. The problem is that the program contains multiple assignments to the variable x that this path condition cannot distinguish. For static path conditions this problem is solved by using a variant of SSA-form [5] of the program. That way, different variable definitions are distinguished and eventually brought together using the φ operator, thus replacing multiple variable assignments with single assignments. Figure 2 (right) shows the SSA form of the original program (left). The SSA form makes our path condition solvable by distinguishing between different definitions of the variable x: PC(1, 5) ≡ (x2 < 7) ∧ (x3 = 8) Transforming a program into SSA form, however, modifies the code representation and is thus not desirable for dependence graphs in ValSoft which are close to the source code structure. In order to maintain the code structure, an assignment form similar to the SSA form is used: Index numbers represent the node numbers in the dependence graph, allowing a precise distinction between different variable occurrences. Path conditions as (e puf [idx] == ” + ”) are thus written as (e puf 99 [idx98 ] ==97 ” + ”101 ) The φ operator does not occur in the code structure itself, but is only used for computing path conditions. 2.2.2



Weak and Strong Path Conditions



For a given chop between two statements x, y one can usually define more than one path condition. Still, every single instance is a necessary condition for information flow along the chop. To argue about quality, a partial order1 ≤ is defined for the pair (x, y) PC 0 (x, y) ≤ PC(x, y) 1 In



iff



PC(x, y) ⇒ PC 0 (x, y)



fact, path conditions form only a preorder. Modulo equivalence one obtains a partial order [14, 16].
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x = a; while (x < 7) { x = y + x; if (x == 8) p(x); }
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x 1 = a; while (x 2 =Φ(x 1 ,x 3 ),x 2 1



2



Only if the completeness of the trace (at least for certain variables, see Section 3.2) can be guaranteed, one may abandon this conservative measure (for those variables). It may seem that using this trick one doesn’t gain any additional information of dynamic variable data. To show the advantage of variable traces containing unknown values, consider the path condition PC(1,5) of Figure 1. With a fragmented variable trace forming the conservative restrictive clause (x = 5 ∨ x = ⊥) ∧ (n = 3 ∨ n = ⊥) the improved path condition from 1 to 5 will be:



2 2 4 4 4 2 4 6



PC(1, 5) ≡ (n > 0 ∧ x > 0) ∧ (x = 5 ∨ x = ⊥) ∧ (n = 3 ∨ n = ⊥) It is immediately clear that the traced variable values x = 5 and n = 3 may trigger an influence from line 1 to line 5. This tiny example shows that while conservative restrictive clauses cannot be used to evaluate a clause of the path condition to false, they may reveal input values that triggered an illegal information flow.
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6.



Five case studies will show the impact of dynamic information on path conditions for actual programs. Table 1 lists the programs used for evaluation purposes together with lines of code and the number of nodes and edges in the (static) SDG. The programs ptb_like and mergesort are included in this article (figures 6 and 12). The remaining programs are taken from the GNU project.
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Figure 5. A simple program trace for Figure 2 Again, both clauses are conjunctively combined to PC 0 = PC ∧ R yielding the stronger and thus more precise path condition PC 0 : PC 0 = (x3 = 2 ∨ x3 = 4 ∨ x3 = 6) ∧ (x7 = 8) 5.3



Case Studies



Program ptb like mergesort cal agrep patch



Correctness of Dynamic Path Conditions



Sometimes only fragments of a trace are available due to a ”defective recorder” or intentionally to save memory. While fragmented traces are generally useless for dynamic slicing (see Section 3.2), they still hold valuable information for strengthening path conditions. However, incomplete tracing information is prone to lead to wrong path conditions. For example, consider the simple path condition (x > 1) for a program where the trace yields the restrictive clause (x = 0 ∨ x = 1) while the variable assignment states actually were (x = 0 ∨ x = 1 ∨ x = 2) The restricted path condition PC = (x > 1) ∧ (x = 0 ∨ x = 1) ≡ f alse 0



would be in contradiction to the actual program state (x = 2) and thus definitely rules out data dependence where it may actually be possible. To avoid unsound path conditions, it is conservatively assumed that there is an additional unknown value ⊥ for each variable representing the assignments which occurred but were not traced due to some reason. This measure yields a correct conservatively restricted path condition being as precise as the fragmentation of



LOC 35 59 678 3990 7998



Nodes in SDG 134 244 2388 22961 30774



Edges in SDG 334 640 6149 81203 246754



Table 1. Example programs for case studies Program ptb like mergesort cal agrep (sgrep.c) patch



static 65 173 123 299 240 648 134 315 13170 40324 13138 40144 16529 246754



dynamic 49 124 97 216 0 0 44 92 0 0 961 2345 6314 81365



criterion 9-8, 33-53 45-14, 21-8 228-10, 281-18 367-12, 551-3 605-15, 638-7 96-14, 121-9 825-23, 935-10



Table 2. Evaluation of static vs. dynamic chop sizes Our first goal was to show the impact of dynamic chopping in contrast to static chopping. Remember from sections 2.2.2 and 5.1 that smaller chop sizes result in more precise path conditions. Table 2 shows the number of nodes and edges for the static chop followed by these numbers for the dynamic chop. The chopping criterion is given in the format from: line-column, to: line-column. For the program agrep the criteria refer to the file sgrep.c. They were chosen in a way to find statements in the code which involve several variables that possibly influence each other, preferably in loops. The goal was to produce interesting path conditions. For example, the static chop in the program ptb_like (listed in Figure 6)



1 2 3 4 5 6 7 8 9 10



11 12 13 14



# define TRUE 1 # define CTRL2 0 # define PB 0 # define PA 1 void printf (); void main () { int p_ab [2] = {0, 1}; int p_cd [2] = {1, 1}; char e_puf [8] = {’0’,’0’,’0’,’0’,’0’,’0’,’0’,’0’}; int u = 0; int idx = 0; float u_kg = 0.0; float kal_kg = 1.0;
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( ∧ ∧ ∧ ∧ ∨ ( ∧ ∧ ∧ ∧ ∧



(( p_cd [0] & (( p_cd [0] & (( p_ab [0] & (e_puf[idx] (idx < 7) )



0x01) != 0) 0x10) != 0) 0x10) == 0) == ’+’)



(( p_cd [0] & (( p_cd [0] & (e_puf[idx] (( p_ab [0] & (e_puf[idx] (idx < 7) )



0x01) != 0) 0x10) != 0) == ’-’) 0x10) == 0) != ’+’)



Figure 7. Static path condition for ptb like



15



while (TRUE) { if (( p_ab[CTRL2] & 0x10 )==0) { u = (( p_ab[PB] & 0x0f) 
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