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Taking into account dynamical behavior and/or structural inaccuracies of receptor-ligand systems becomes increasingly important in structure-based drug design. Here, we describe the development of consensus Adaptation of Fields for Molecular Comparison (AFMoC) (abbreviated as AFMoCcon) models that account for multiple ligand conformations in an ensemble of protein configurations. Ligand and receptor conformational variability is considered in a “reverse”, protein-based CoMFA-type approach that results in a tailor-made scoring function. As an extension to the current AFMoC approach, AFMoCcon applies partialleast-squares regression considering multimode binding and a variable influence on the model-based region selection to an extended descriptor matrix. The approach was validated on a dataset of 79 structurally diverse thrombin inhibitors, aligned either in an experimentally determined thrombin structure or superimpositions of three structurally diverse thrombin structures derived by homology modeling. Initially, robust AFMoC models could be obtained for the experimental (q2 ) 0.57) and one of the modeled protein structures (q2 ) 0.61). However, no relationship between the quality of the homology model and the AFMoC model could be observed, rendering the a priori choice of a single receptor structure a difficult task. Convincingly, a consensus AFMoC model based on the newly developed approach circumvents this problem and shows a comparable internal and external predictivity (q2 ) 0.61) like the best model derived from conventional AFMoC. As further advantages, (i) the influence of the single receptor structure-ligand alignment (RSLA) on the AFMoCcon model can be determined, (ii) there is no principal limitation regarding the number of different RSLA considered, and (iii) AFMoCcon models can be interpreted in terms of contour plots that aid in proposing variations of the ligand structure to improve binding. We expect the AFMoCcon approach also to be valuable in those cases where multiple experimental receptor conformations are given. INTRODUCTION



Structure-based drug design techniques are increasingly used to identify hits and optimize lead compounds,1 driven by the insight that biological structures should guide the chemistry in the process of drug discovery.2 Being able to predict ligand binding affinities accurately (and rapidly) is of central importance in this field.3-5 Despite considerable efforts recently, however, commonly used scoring approaches still have difficulties in correctly rank-ordering structurally related compounds.6-8 Among the possible reasons for these failures are, e.g., the inappropriate treatment of solvation effects, unconsidered protein flexibility, and ambiguities in protonation states.9 One promising way to overcome the scoring problem for particular biological targets is to tailor generally applicable scoring functions by exploiting energetic and structural information about ligands already known to bind to the target. Prominent examples of thus-adapted scoring functions have been obtained by either correlating * Author to whom correspondence should be addressed. Phone: (+49) 69 798-29411. Fax: (+49) 69 798-29527. E-mail: [email protected]. † Department of Biological Sciences, J.W. Goethe-University, Frankfurt, Germany. ‡ Department of Pharmacy, Philipps-University, Marburg, Germany.



force-field contributions or empirical terms with experimentally determined affinities.10-26 In the case that no structural information about the receptor is known, the field of drug discovery knows alternative techniques to predict binding affinities within a set of ligands, usually with a surprisingly high predictive power.27 These are the different variants of three-dimensional quantitative structure-activity relationships (3D QSARs), such as CoMFA28 or CoMSIA.29 These approaches are increasingly also applied to cases where the corresponding receptor structure has been determined. Usually, however, protein information is only considered there to generate a meaningful alignment of the ligands30-32 but not in the model derivation step. In contrast, in the recently developed AFMoC (Adaptation of Fields for Molecular Comparison) approach,33 knowledgebased pair-potentials of DrugScore34 are adapted in a proteinspecific manner by applying techniques from comparative molecular field analysis. Thus, AFMoC is a truly proteinbased orswith respect to the origin of the potential fieldss “reverse” CoMFA approach that provides a link between the fields of tailor-made scoring functions and 3D QSARs.12 Most importantly, AFMoC allows one to gradually move from general knowledge-based potentials to protein-specifically adapted potentials. This has been proven to be of major
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importance in a recent application of AFMoC that demonstrates the predictive power of the method, even for structurally distinct inhibitors.35 Furthermore, AFMoC-adapted potential fields have been used as an objective function to improve binding mode predictions in docking.36 So far, most of the structure-based or 3D QSAR-related approaches consider static (i.e., single conformation) representations of receptors and ligands. However, the need to account for the dynamical behavior of a receptor-ligand system and/or structural inaccuracies in the case of modeled binding partners has recently gained renewed support.37-39 As such, in the realm of 3D QSARs, multiple ligand conformations for training sets of structure-activity data are used to incorporate conformational and alignment freedom by ensemble-averaging into the model development. This extends QSAR to four dimensions (4D QSAR).40-43 Carried one step further, 5D QSAR models are derived if ligandinduced adaptations of the receptor binding site are also taken into consideration.40 Similarly, in structure-based drug design, ensembles of protein configurations are used to either model protein flexibility in a discrete manner44,45 or compensate the impact of structural inaccuracies of modeled receptors.46 That way, multiple protein structures-based methods provide a promising alternative to those approaches that use a single protein structure but in a “soft” representation.47,48 In this study, we introduce an extension to the AFMoC approach that takes into account multiple ligand conformations in an ensemble of protein configurations. Hence, our approach implicitly considers receptor and ligand conformational freedom in a tailor-made scoring function. Consensus AFMoC models (AFMoCcon) are derived from ensembles of modeled receptor structure-ligand alignments (RSLAs) by applying partial least-squares (PLS) analysis, considering multimode binding (MMB),43,49-51 together with a variable influence on the model (VINFM)-based52 region selection. Very convincingly, if tested on a dataset of 79 structurally diverse thrombin inhibitors, the consensus model shows internal and external predictivity that is comparable to the best model derived from a single RSLA. The AFMoCcon approach not only yields accurate binding affinity predictions but also alleviates the need to choose “an appropriate” receptor structure among several alternatives. Thus, it also is expected to be valuable in those cases where multiple experimental receptor conformations are available. THEORY



1. AFMoC Analysis. The AFMoC approach generates protein-specifically adapted potential fields inside binding pockets that can be subsequently used for binding affinity predictions12,33,35 and as the objective function in docking.36 The underlying theory has been detailed elsewhere.33 Here, we describe the approach briefly to introduce the terminology used below. The AFMoC approach consists of four steps: (I) potential field calculation and ligand alignment, (II) interaction field calculations, (III) correlating interaction field values with binding affinities and prediction of binding affinities, and (IV) binding affinity prediction for novel ligands. (I) Potential Field Calculation and Ligand Alignment. DrugScore34 distance-dependent pair-potentials between a protein environment and ligand atom probes are mapped onto



ET AL.



the intersections of a regularly spaced grid that is placed inside the binding pocket, resulting in “potential fields”.53 Although the DrugScore function has been shown to reliably recognize correct binding modes and predict binding affinities,7,54,55 the underlying distance-dependent pair-potentials only depict an aVeraged representation of protein-ligand interactions derived from a large number of experimentally determined protein-ligand complexes. By including structural and energetic information about already known ligands of a protein, these generally valid potentials can be tailored in a protein-specific manner. For this, three dimensional (3D) structural protein information and a data set of mutually superimposed ligands inside the binding pocket are required. The ligand superimpositioning can be derived from crystallographically determined complexes,36 docked ligand geometries,35 or ligand structures modeled into the binding pocket using reference protein-ligand complexes as templates.33 (II) Interaction Field Calculations. “Interaction fields” for each ligand are generated from the “potential fields”, considering the structural information about the bound molecule. 3D Gaussian functions placed at the locations of the ligand atoms result in an atom type-specific, distancedependent contribution of each atom, with respect to each grid point. Multiplying this contribution with the value of the potential field at each grid point finally “embeds” the ligand into the grid. Note that the thus-derived interaction fields are ligand-atom-type specific and mutually orthogonal to each other. This is in contrast to “generic” (e.g., electrostatic or steric) fields used in CoMFA or CoMSIA.28,29 (III) Correlating Interaction Field Values with Binding Affinities and Prediction of Binding Affinities. Interaction field values are correlated with experimental binding affinities of the embedded ligand using PLS analysis. This results in individual weighting factors for each field value. Together with the standard deviation of each interaction field column, the results of the AFMoC analysis can be displayed as “STDEV*COEFF” contour maps that help to propose ligand modifications that optimize binding. (IV) Binding Affinity Prediction for NoVel Ligands. Finally, binding affinities of novel ligands, which have been treated as described previously in subsection II, can be predicted from a linear combination of the specifically adapted and generally valid interaction fields. Two further remarks are in order here:33 First, only those interaction fields are subjected to PLS analysis for which ligand atoms of a given type are frequently present in the data set. Conversely, interaction fields for rarely present atom types are excluded in the regression analysis. Because these atoms also contribute to the binding affinities, their contributions are taken into account by subtracting their original DrugScore score (pKPair i ) from the experimental affinity (pKi), leaving only pKPLS as the dependent variable for PLS analysis (pKPLS ) i i pKi - pKPair ). Consequently, the statistical results will i always be described by two regression coefficients: one for the part of the binding affinity considered in PLS (pKPLS i ) and one for the total affinity (pKi). Second, AFMoC also allows the prediction of affinities of molecules that deviate structurally from those in the training set in two ways: (i) For ligand portions that exceed beyond the scope of the “trained” grid, a score based on the original DrugScore potentials will be used; because the DrugScore potentials
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Figure 1. Generation of the X matrix that is used as input to the MBPLS regression. First, interaction fields of different ligand atom types (probes) are generated for ligands that are aligned inside the binding pockets of different protein conformations (top part). These fields are converted to one-dimensional vectors that are joined such that each receptor structure-ligand alignment (RSLA) yields one block in the matrix (bottom). Stacking of these vectors for each ligand yields the final X matrix (superblock) that is correlated with experimental binding affinities (pKi).



have an upper bound of 6 Å, parts of the ligand that are further apart than that from the receptor will not be considered. (ii) Similarly, original DrugScore potentials are also used if ligand portions coincide with regions of the grid where the variance of information used for training has been too scarce to be considered in PLS and, hence, no adapted fields exist. Both approaches are based on the assumption that original DrugScore performs better than simply ignoring such situations. 2. Generating Consensus AFMoC Models. 2.1. OVerView. The aforementioned observations have prompted us to extend the current AFMoC approach in this study to also consider ligand and receptor conformational freedom. As a result, consensus AFMoC models (AFMoCcon) are derived from interaction fields that have been generated from multiple ligand superimpositions inside conformationally different binding pockets (RSLA, or receptor structure-ligand alignment). For this, a PLS regression analysis considering MMB43,49-51 was used. Furthermore, a VINFM-based region selection52 proved valuable to yield models with improved external predictivity. The original interaction fields, together with the specifically adapted ones, can then be used to score novel ligands in the realm of the consensus model. Finally, we describe how the results of the AFMoCcon analysis can be translated into contour plots that aid in proposing ligand modifications for improved binding affinity. These steps will be detailed in the following paragraphs. 2.2. X Matrix Generation from Multiple RSLA. In the final step of the AFMoC analysis (see previous discussion), interaction field value-based descriptors are correlated with experimental binding affinities, which results in individual weighting factors for each field value. Initially, the 3D interaction fields are rearranged as one-dimensional (1D) row vectors, with each vector consisting of n ) k × g columns (where k is the number of ligand-atom types used to generate the interaction fields and g is the number of grid points).



Subsequently, these vectors are used to build a twodimensional (2D) X matrix, where each row contains the interaction field values of one ligand. In the case of multiple RSLA, this X matrix generation step is extended in the following way (Figure 1). First, the protein structures are mutually superimposed to put them into a common reference frame. Second, independent ligand alignments are generated inside each binding pocket, and interaction fields are calculated for each of these alignments as in the single RSLA case. The X matrix is then generated by adding, side by side, the row vectors obtained for each RSLA, resulting in n′ ) b × n columns (where b is the number of different RSLAs). Finally, the extended matrix is used for correlation with experimental binding affinities (see later discussion). Formulating the problem this way, each grid point of an interaction field of a given ligand-atom type is represented by b field values. Hence, in the correlation step, a binding pocket region can be characterized by multiple equivalent (yet not identical) descriptors for which individual weighting factors are obtained. This leads to a model that includes the information of all RSLA. Note that there is no conceptual limitation, with respect to the number of different RSLA that can be used to derive the extended X matrix. 2.3. PLS Regression Analysis Considering Multimode Binding. Each of the RSLAs describes different binding modes of the ligands in structurally varying receptors, where a binding mode j of ligand i is characterized by a partial association constant Kij (thereby assuming that only one ligand can bind to a binding pocket and that only one class of binding pockets exists). Considering that the total concentration of receptor/ligand complexes is equal to the sum of concentrations of the complexes in which the ligand binds in different binding modes, the overall association constant is49-51
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Ki ) ∑ Kij



(1)
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An intuitive way to correlate experimental binding affinities with the interaction field descriptors then seems to be application of the one-mode AFMoC approach also to the extended X matrix. This results in a weighted average of the interaction fields of individual RSLA, expressing, according to the classical QSAR equation, the logarithm of the overall association constant ln Ki as weighted average of ln Kij.56 Obviously, this yields Ki ) ∏jKijwj (where wj represents the weights of the individual modes), which contradicts eq 1 and, thus, lacks a physical basis.43 Hence, we followed an alternative route that is based on an approach recently introduced by Balaz and co-workers for considering MMB in CoMFA.43,57 Here, the partial association constant of a ligand binding in a particular mode is expressed in terms of the interaction field values, according to28,50 f×g



Kij ) exp(c0 + ∑ cjkXijk)
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k)1



where f is the number of field types, g is the number of grid points, c0 is the intercept, and cjk represents the regression coefficients. Equation 2 can be further extended by other descriptors, such as ligand conformational energy or entropy. In the case of one-mode AFMoC, eq 2 is logarithmized, resulting in the classical QSAR equation that is linear in the regression coefficients cjk. In the case of MMB, however, eq 2 is inserted into eq 1, yielding an equation that is nonlinear with regard to cjk. This equation can be solved by nonlinear regression as long as the number of regression coefficients is smaller than the number of ligands considered.57 However, in the case of AFMoC, considering MMB, the number of regression coefficients is much higher than the number of ligands, which requires the use of PLS regression to cope with this situation. For this, we applied a linearized version of eq 1 in association with eq 2:43
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Because the partial association constants Kij in eq 3 themselves are dependent on the regression coefficients and the interaction field values, eq 3 is solved in an iterative manner: from an initial set of cjk, Kij are calculated according to eq 2. With these, the variables of eq 3 are updated and a new set of cjk is calculated from eq 3 by PLS. This procedure is repeated until self-consistency occurs, resulting in a stable set of optimized cjk. At this stage, the ratio
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molecules). We note that, in contrast to refs 43 and 57, no variable selection procedure was applied in this step. Instead, the number of optimal components was determined by leaveone-out (LOO) cross-validation runs, applying SAMPLS58 to eq 3 prior to each PLS analysis. 2.4. Consensus Model Generation by VINFM-Based Variable Selection. Initial PLS analyses considering MMB on extended X matrices (comprising interaction field values of different combinations of RSLA) yielded, in some cases, models with inferior predictive power, compared to AFMoC analyses based on the best single model or the crystal structure (see the Results and Discussion section). Although difficult to quantitate, we conjectured, as a reason for this, that solely combining interaction fields from multiple RSLA decreased the signal-to-noise ratio. A similar explanation was given for the observation that decreasing the grid spacing from 2 Å to 1 Å may yield lower q2 values in CoMFA analysis, particularly in the case of datasets of diverse structures.59 Along these lines, although there is a small risk of chance correlation in PLS, it is well-known that including irrelevant variables into the X matrix can cause detrimental effects on the selection of a 3D QSAR model by PLS.59 Therefore, variable selection techniques have been devised whose intent is to select only those variables that have a significant effect on the response to be correlated.31,60,61 So far, however, these techniques have been mostly applied to matrices that do not have a block structure. In contrast, the extended X matrix resulting from the combination of interaction fields of multiple RSLA has a meaningful block structure. In particular, the fact that sets Cj (eq 5) of equivalent columns of the blocks,



Cj ) {columnk |k ) j + l‚n; 1 e j e n; 0 e l e b - 1} (5) describe interaction values at identical points of the grid prompted us to suggest the following three-step variable selection strategy (Figure 2): (I) A model is derived using all n′ ) b × n variables of the matrix, as described in the previous section. (II) Considering all sets Cj of b equivalent columns in turn, only that column of a set with the largest contribution to the model is retained. The (b - 1) other columns of the set are discarded. (III) A final model is then derived using only the n retained variables. Consequently, the final model uses one out of b interaction field values per ligand atom type per grid point and, hence, can be considered to be a consensus model of the combined blocks (AFMoCcon). To measure the contribution of column j to the model, we apply the variable influence on the model index (VINFMj; eq 6) that was already used previously to reduce the dimensionality of the X matrix.52 h



VINFMj ) ∑ ESSi‚ci,j2
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represents the prevalence of the jth binding mode of ligand i (i.e., the ratio of the number of ligand molecules bound in that particular mode to the total number of bound ligand



Here, the sum runs over all latent variables (PLS dimensions) h used, ESSi is the percentage explained sum of squares of dimension i, and ci,j is the weight of the column. 2.5. Prediction of Binding Affinities. To predict the binding affinities of novel ligands, the molecules are docked into all



CONSENSUS AFMOC MODELS



J. Chem. Inf. Model. E



related ligands or affinity data not sufficiently spread were used for adaptation. However, this option was not further explored in this study; all predictions are based solely on the adapted fields. 2.6. Graphical Interpretation of AFMoCcon Results. For proposing structural modifications of already known ligands that influence binding, a graphical interpretation of the derived AFMoCcon model can be obtained in a straightforward manner. Generally, the product of the standard deviation of the considered interaction field multiplied by the coefficient of the QSAR equation (“STDEV*COEFF”) is calculated at every grid point and displayed as a contour map. Because it is known which column of the consensus X matrix (obtained after VINFM-based variable selection (Figure 2)) originated from which single RSLA, the STDEV*COEFF fields can be displayed separately for each of these RSLA in the AFMoCcon case. This allows one to visualize the influence of each RSLA on the consensus model and, in turn, to relate favorable or disfavorable interaction field contributions to ligand affinities to characteristics of the particular protein structure. Figure 2. Variation influence on the model (VINFM)-based variable selection: (I) A normal PLS analysis is performed on the full X matrix. (IIa) Using the VINFM index (eq 6), only that column of a set of b equivalent columns with the largest contribution to the model is retained. The b - 1 other columns of the set are discarded, resulting in a consensus X matrix (IIb). (III) A consensus model is then derived using only the n selected variables (AFMoCcon).



b binding pockets and interaction fields are calculated following the same protocol as that applied to the training molecules. The (centered and scaled) interaction field values for each molecule are then weighted with the regression coefficients obtained by PLS at every grid point according to eqs 1 and 2, which yields the binding affinity contribution pKPLS of the protein-specifically adapted fields. This proi cedure holds, irrespective of whether the full extended X matrix or the one obtained after VINFM-based variable selection is used. As in the case of the original AFMoC approach, additional contributions pKPair that are due to those ligand-atom types i that were not considered in the regression analysis are determined from the original DrugScore methodology. These contributions are obtained separately for each of the b protein structure-ligand configurations. Weighting each of these contributions by the inverse of the number of RSLA (1/b) thus averages over all protein structures/models used and results in a pKPair contribution that is consistent with the i consensus approach pursued here. Similarly, contributions of ligand portions are averaged based on original DrugScore potentials that exceed beyond the scope of the “trained” grid or that lie in those regions where the variance of information used for training has been too scarce to be considered in PLS. This allows one to predict the affinities of molecules that deviate structurally from those in the training set in AFMoCcon. Finally, we note that pKi predictions by protein-specifically adapted consensus fields can be linearly “mixed” with those based on original DrugScore ones, as in the original AFMoC approach (see eq 4 in ref 33). This reveals better affinity predictions in those cases where small training sets of closely



METHODS



1. Datasets and Alignments. Our approach has been validated using a data set of 80 serine protease inhibitors that was used previously to study the selectivity features of this protein class.62 The data set is an extension to a set used in an earlier study,63 both in terms of structural diversity and spread in the affinity data. Although all ligands contain the benzamidine moiety, the data set can be divided into 11 different structural classes. As such, ligands that are derived from TAPAP, TIPPS, and NAPAP structures are contained in the set, as are benzamidine, napthamidine, bisbenzamidine, glycinic acid, butanoic acid, and valeric acid derivatives. In initial tests, one of the ligands in the original data set of 80 notoriously resulted in bad affinity predictions and was discarded for that reason. The dataset was then split into 64 compounds for training and 15 compounds for testing (see Table 1 in the Supporting Information). For the training set, the pKi values were spread over a range of 5.5 logarithm units and showed a balanced distribution, albeit the range between pKi ) 3.0 and pKi ) 4.5 was under-represented. The test set was chosen such that each ligand structural class was represented at least once and that the range of pKi values covers almost 5.0 logarithm units. For all compounds, standard protonation states are assumed, i.e., carboxylate groups are considered to be deprotonated, and aliphatic amino and benzamidino groups are considered to be protonated. Possible changes in the protonation states upon binding to the protein were neglected. Finally, for CoMFA and CoMSIA analyses, AM1-BCC charges64 were assigned to each inhibitor, using the antechamber program from AMBER 8.65,66 A protein-based alignment was applied in all cases to obtain a consistent superimposition of all inhibitor molecules. Initially, binding-mode templates for some of the ligand classes were obtained from crystallographically determined protein-ligand complexes (Protein Databank (PDB) codes: 1ets, 1ett, 1dwd, 1aht). After superimposing these complexes with respect to the residues of the catalytic triade (His57, Asp102, Ser195) and Asp189 of the specificity pocket, the remaining serine protease inhibitors were constructed and
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Table 1. Root-Mean-Square Deviations of Homology Models (HMs), with Respect to the Experimental Thrombin Structure and Each Othera Root-Mean-Square Deviation, rsmd (Å) HM 1 model 1etsc HM 1 HM 2



alla 2.04



HM 2 within 6 Åb 1.48 (2.90)



alla 1.91 0.70



HM 3 within 6 Åb 1.10 (2.35) 1.05 (1.88)



alla 1.97 0.42 0.51



within 6 Åb 1.44 (3.37) 0.80 (2.37) 0.94 (2.32)



a All CR atoms were used for the calculation. b Only CR atoms (non-hydrogen atoms) within 6 Å of the binding pocket were used. c The protein structure of PDB entry 1ets was used for comparison.



superimposed manually inside the binding pocket. Finally, all ligands were minimized in the rigid binding pocket of thrombin (protein structure taken from PDB code 1ets), using the MAB force field, as implemented in MOLOC.67 This superimposition served as a reference to determine the predictive power of AFMoC in the case of a crystallographically determined protein structure (as compared to homology modeling-based structures, see below). Similarly, CoMFA and CoMSIA analyses were performed with the thus-aligned molecules for comparison. 2. Homology Modeling. Homology models (hereafter abbreviated as HMs) of thrombin were generated using MODELLER68 and template structures of protein C (PDB code: 1aut), factor Xa (1hcg), kallikrein (1hia), and β-trypsin (1tpp), following ref 46. The crystal structures were resolved to 1.4-2.8 Å. The sequence identity, with respect to thrombin (1ets), amounts to 32%-40% in the case of all residues and 41%-52% in the case of binding site residues only. An initial alignment of the template sequences with that of thrombin was obtained using ClustalW.69 The alignment was manually corrected such that no gaps occurred in secondary structure regions of the templates. Secondary structure elements were determined with the dssp method.70 We note that no information about the structure of thrombin was included to obtain the alignment, to comply with a “real-life” scenario. To model the thrombin structure, all four template structures were considered simultaneously by MODELLER,68 which allows one to include information about the differing features of the protein family. This has been shown to improve the quality of the models, compared to modeling based on a single template.46 An initial ensemble of models scored best by MODELLER’s energy function was then generated using default settings of MODELLER. That way, different regions of conformational space of the target are explored, and a model that best suits one’s needs can be chosen. Although large parts of the thrombin binding pocket are structurally conserved, with respect to the template structures, a particular difficulty arises from modeling the so-called 60-loop that is responsible for the restricted substrate and inhibitor specificity of thrombin. With 8-11 insertion residues, compared to the template structures, the length of the loop is located at the upper bound, up to which loop modeling methods have a reasonable chance of predicting conformations that superimpose well on the native structure.71 To this end, almost 1000 models were generated by extensively sampling the conformational space of the 60loop. Because our objective here is to generate models that (i) deviate moderately from the experimental thrombin structure and (ii) structurally vary with respect to each other, three models were finally chosen for the generation of AFMoC models that fulfill these criteria. The root-mean-



square deviation (rmsd) values of these models, with respect to each other and the experimental thrombin structure, are given in Table 1. The generated models were validated using PROCHECK72 and PROSA.73 For the backbone torsion angles, Ramachandran plots reveal that the modeled structures have more residues in most favored regions (84%87%) than the experimental thrombin structure (79%) and only as many residues in disallowed regions ( 0.5, whereas models are considered “good” if q2 > 0.3,81 although a high value of q2 seems to be rather a necessary (but not sufficient) condition for a model to have a high predictive power82,83 (see later discussion). For both grid spacings, a value of q2 ) 0.57 has been obtained for the part of pKi being adapted during PLS analysis, while considering the total binding affinity still results in a value of q2 ) 0.54 or 0.55. The r2 values (0.78 or 0.77, respectively) are only moderately larger than the q2 values, providing an indication that the models have not been overfitted. This is corroborated by the small number of PLS components (in both cases, this number is 2) selected that have been chosen such that the addition of the final component to the model still resulted in at least a 5% increase in the q2 values. Because the dependency on the grid spacing is negligible, a value of 1.0 Å has been used for further calculations. In this case, for leave-10-out cross validations, a value of qL1002 ) 0.56 was obtained, averaged over 100 repetitions of the procedures (see Table S3 in the Supporting Information). Furthermore, no reasonable models (q2 < 0; Table S4 in the Supporting Information) were obtained when randomly scrambled biological data were used as independent variables. This provides another indication for the significance of the models obtained with the nonscrambled pKi values. The plot of predicted versus actual binding affinities for the PLS analysis (Figure 4) does not reveal any significant overprediction or underprediction across the entire range of activity. Furthermore, no trend can be observed for residuals across different classes of compounds. Thus, both observations suggest that the AFMoC model represents the entire dataset of molecules. The dependence of the q2 value on the variation of the σ value that governs the degree of “smearing” protein-ligand interactions across neighboring grid points was investigated. Almost no variation of q2 is found for σ values in the range of 0.55-1.15 Å (data not shown). Hence, in agreement with recent studies,33,36 a σ value of 0.7 Å was chosen for all calculations. This value indicates that particularly local interactions are considered by our approach when generating the interaction fields, as an interaction decreases to 21% of its original value across a distance of 1 Å for σ ) 0.7 Å.33 Table 2 lists contributions by interaction fields to explain binding affinity differences. The largest contributions originate from C.ar and C.3 fields, whereas polar interaction fields show contributions of more than an order of magnitude smaller, with O.co2 contributing the least. This finding may be explained by the frequency of occurrence for these atom types in the ligand data set. As tests of the influence of different interaction field combinations on the q2 value indicate (see Table S2 in the Supporting Information), the combination of six fields (C.3, C.ar, O.3, O.2, O.co2, N.am)
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Figure 3. Alignment of 79 serine protease inhibitors in the binding pocket of PDB entry 1ets. All figures in this study showing molecular representations were generated with Pymol.91



finally chosen to derive the AFMoC models in this study yields the best q2 value for the part of binding affinity considered in PLS (pKPLS i ). For comparison, CoMFA and CoMSIA analyses were performed as implemented in SYBYL74 using the same ligand alignment as that used in the case of the AFMoC analyses. The statistical results summarized in Table 4 show that the q2 values obtained by both methods are comparable to those computed by AFMoC (see Table 2) but are considerably larger than reported in a previous study.62 Recently, the sole use of cross-validation to determine the predictive power of QSAR models has been criticized, based on the notion that, for many datasets, no correlation between q2 values for the training set and the predictive ability for the test set was found.82,83 Instead, external validation has been considered to be the only way to establish a reliable QSAR model. Accordingly, statistical parameters for the predictions of binding affinities by AFMoC, CoMFA, and CoMSIA models for 15 test-set compounds not considered during training are given in Tables 3 and 4. Convincingly, in the AFMoC case, the squared correlation coefficient (r2) amounts to 0.65, and the deviations between predicted and experimental pKi values are below 1 order of magnitude in all but four cases (Figure 4). This indicates that the information contained in the AFMoC fields is sufficiently general to allow for good binding affinity predictions, even for compounds that have not been included in the training set. In the case of CoMFA and CoMSIA, larger r2 values of 0.78 (4 ligands deviate by more than one logarithm unit in pKi) and 0.70 (5 ligands deviate by more than one logarithm unit in pKi), respectively, are obtained, which points to robust



ligand-based 3D QSAR models that have been derived grounded on a protein-based ligand alignment. In total, the aforementioned results provide a strong hint to the significance and robustness of the AFMoC model derived for ligands aligned in the experimental thrombin structure. In the following, this model will serve as a “benchmark” for comparisons with AFMoC models derived with homology-modeled protein structures. 3. Thrombin Structures Obtained by Homology Modeling. To validate our consensus AFMoC approach, three HMs of thrombin were generated with MODELLER.68 The rmsd values of these models, with respect to each other, and the experimental thrombin structure are given in Table 1. Figure 5 displays the binding pocket regions of the protein structure of 1ets and the modeled structures. Because the AFMoC analysis focuses on those regions of a protein where ligands interact, we will primarily consider structural differences in the thrombin binding pocket in the following discussion. As indicated by the rmsd values of all CR atoms, the homology-modeled structures roughly agree with each other outside the binding pocket region (rmsd e 0.7 Å) and deviate only moderately from the experimental thrombin structure (rmsd ≈ 2.0 Å). In turn, if only binding site residues are considered, larger structural deviations are found within the models (rmsd of CR atoms ) 0.8-1.0 Å; rmsd of heavy atoms ) 1.9-2.4 Å), whereas the deviations with respect to the experimental structure become smaller (rmsd of CR atoms: 1.1-1.5 Å). The latter is consistent with the finding that binding-site regions are usually more structurally conserved than other protein regions. Analyzing the binding
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Figure 4. Experimentally determined binding affinities versus fitted predictions obtained by the AFMoC model for the training set of 64 thrombin inhibitors (panel a) or versus predictions for the external test set of 15 thrombin inhibitors (panel b). The inhibitors were aligned in the experimental protein structure. In addition to the line of ideal correlation (straight line), deviations by ( 1 logarithmic unit are also indicated (dotted lines).



pocket region in more detail (Figure 5) reveals that the structural deviations mostly originate from different conformations of the 60-loop (residues 60, 60A, ..., 60I, 61, 62, 63), while the remaining parts of the binding pocket are rather similar. In this regard, model 2 shows a slightly more narrowed S2 pocket than the experimental thrombin structure, whereas the S2 pocket is almost or completely uncovered in models 1 and 3, respectively. The thrombin system used here is very well-suited for validating our approach, because of the considerable amount of structural and energetic information available. Yet, we note that no information about the known crystal structure of thrombin was included into the homology-modeling process to comply with conditions comparable to a real-life modeling situation. In addition, we are convinced that the results obtained for the system can be carried over to other targets in structure-based drug design for the following reasons: (i) The model binding pockets show structurally conserved regions in addition to a less well-defined 60-loop region. This is reminiscent of the dual character of binding sites in terms of the presence of regions with high and low structural stability found in a recent study on 16 proteins.84
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(ii) The structural deviations within the binding pockets are mostly restricted to a limited set of residues in the 60loop region. This is consistent with recent findings that, generally, only a small number of residues in a pocket undergo conformational changes.85 (iii) Yet, the structural deviations of these side chains are prominent and larger than what has been found when analyzing the protein flexibility of typical drug(gable) targets, such as trypsin, ricin, and aldose reductase.86 In that respect, we think that the HMs are representative for considering the effect of conformational variability on deriving protein-based 3D QSAR models. 4. AFMoC Analyses Using the Single HomologyModeled Thrombin Structures. The HMs were superimposed, with respect to the experimental thrombin structure, based on the CR atoms of residues Asp189 and those of the catalytic triade. The ligand alignment obtained for the experimental thrombin structure (see above) was then adapted according to the structural requirements of the modeled binding pockets, with a final energy minimization in the rigid pocket of each model as described previously. That way, a particular ligand superimposition for each binding pocket was generated. Table 5 displays the statistical results of the AFMoC analyses for these HMs, using the same interaction field combination as that used in the case of the experimental thrombin structure (see Table S2 in the Supporting Information). For HM 1, an AFMoC model of increased predictive power, compared to the case of the experimental thrombin structure, could be derived, as indicated by a q2 value of 0.61 and a r2 value for the test-set prediction of 0.72. The robustness of the model is further corroborated by the results of a leave-10-out cross validation (see Table S3 in the Supporting Information). This finding is encouraging, because the structure of HM 1 considerably deviates from the experimental protein structure (the rmsd value of all nonhydrogen atoms in the binding pocket is 2.90 Å) (see Figure 5). However, for HM 2 and HM 3, only weak AFMoC models could be obtained (q2 ≈ 0.4) that also show a decreased predictive power, with respect to the external test set (r2 ≈ 0.4). Hence, AFMoC models derived from single HM may vary considerably in quality. In that respect, we note that, although the trend observed in q2 values parallels that in the r2 values of the test-set predictions in this case, such a relationship cannot be expected (in general).82,83 Thus, it may not be straightforward to choose one HM out of the generated ensemble that results in the AFMoC model with the best (external) predictivity. In addition, the “better” HM 2, in terms of deviations from the experimental structure, results in an AFMoC model of the same quality as the “worse” HM 3. This leads to the second implication that no direct correlation between the amount of structural deviation of the modeled proteins and the quality of the AFMoC models can be observed. Instead, the outcome of the AFMoC models seems to be dependent on local structural differences, rather than overall structural deviations in the binding pocket. By including multiple protein structures into a consensus model, we thus expect that the influence of a single receptor structure on the AFMoC results is diminished. 5. Consensus AFMoC Models. In the following, the results of AFMoCcon models will be discussed that are
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Figure 5. Binding pockets of the (a) crystallographically determined structure (PDB code 1ets), as well as homology models (b) HM 1, (c) HM 2, and (d) HM 3. In addition, ligand 24, taken from the particular alignment for each pocket, is shown. Table 5. Statistical Results for AFMoC Analyses Using Homology-Modeled Thrombin Structuresa Value parameter



HM 1b



HM 2b



HM 3b



q2 b,c spressd,e correlation coefficient, r2 b Sd, f Fischer’s F-valueb number of components fraction C.3 C.ar O.3 O.2 O.co2 N.am



0.61 (0.58) 0.79 0.85 (0.84) 0.50 112.1 (103.5) 3



0.42 (0.41) 0.94 0.79 (0.78) 0.58 72.8 (70.9) 3



0.39 (0.38) 0.95 0.51 (0.50) 0.85 64.8 (62.4) 1



0.365 0.581 0.014 0.016 0.004 0.021



0.390 0.519 0.017 0.030 0.006 0.039



0.259 0.698 0.004 0.019 0.002 0.018



Models are based on PLS calculations using a σ value of 0.7 Å and a grid spacing of 1.0 Å. b Values are given considering only pKPLS or i considering pKtotal (values in parentheses). c q2 ) 1 - PRESS/SSD as obtained by “leave-one-out” (LOO) cross validation. PRESS equals the sum i of squared differences between predicted and experimentally determined binding affinities, SSD is the sum of the squared differences between experimentally determined binding affinities and the mean of the training set binding affinities. d In logarithmic units. e sPRESS ) xPRESS/(n-h-1) as obtained by LOO cross validation. n equals the number of data points, h is the number of components. f S ) xRSS/(n-h-1). RSS equals the sum of squared differences between fitted and experimentally determined binding affinities. a



derived from interaction fields generated from multiple ligand superimpositions inside conformationally different binding



pockets. The generation of these AFMoCcon models is motivated by three observations:
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Table 6. Statistical Results for AFMoCcon Analyses Using Homology-Modeled Thrombin Structuresa Value w/o varselectb q2 c,d spresse,f correlation coefficient, r2 c Se,g Fischer’s F-valuec number of components w/varselecth q2 c,d spresse,f correlation coefficient, r2 c Se,g Fischer’s F-valuec number of components model prevalencei



HM 1 + 2



HM 1 + 3



HM 2 + 3



HM 1+ 2+3



0.59 (0.57) 0.81 0.78 (0.77) 0.58 70.7 (67.2) 3



0.45 (0.43) 0.91 0.55 (0.53) 0.83 74.6 (69.3) 1



0.42 (0.41) 0.93 0.52 (0.51) 0.85 66.3 (64.2) 1



0.57 (0.56) 0.81 0.75 (0.74) 0.63 59.1 (56.7) 3



0.61 (0.59) 0.78 0.77 (0.76) 0.60 67.1 (63.6) 3



0.56 (0.54) 0.83 0.78 (0.77) 0.59 69.9 (66.5) 3



0.43 (0.42) 0.92 0.52 (0.51) 0.85 66.0 (63.9) 1



0.60 (0.58) 0.79 0.74 (0.73) 0.64 56.3 (54.0) 3



1 0.50



2 0.50



1 0.50



3 0.50



2 0.51



3 0.49



1 0.38



2 0.33



3 0.29



a Models are based on PLS calculations using a σ value of 0.7 Å and a grid spacing of 1.0 Å. b No variable selection was performed. c Values or considering pKtotal (values given in parentheses). d q2 ) 1 - PRESS/SSD as obtained by “leave-one-out” are given considering only pKPLS i i (LOO) cross validation. PRESS equals the sum of squared differences between predicted and experimentally determined binding affinities, SSD is the sum of the squared differences between experimentally determined binding affinities and the mean of the training set binding affinities. e In logarithmic units. f sPRESS ) xPRESS/(n-h-1) as obtained by LOO cross validation. n equals the number of data points, h is the number of components. g S ) xRSS/(n-h-1). RSS equals the sum of squared differences between fitted and experimentally determined binding affinities. h A VINFM-based variable selection was performed. i Average over prevalences calculated by eq 4.



(i) During the process of homology modeling, multiple protein structures are often generated to compensate for the impact of structural inaccuracies of each single model. (ii) Furthermore, the use of ensembles of (modeled or experimentally determined) protein structures allows one to account for protein flexibility in structure-based drug design.44,45 (iii) Similarly, multiple ligand conformations incorporate conformational and alignment freedom into the 3D QSAR model derivation process.40 Table 6 displays statistical results for all three pairwise AFMoCcon models and the one that comprises all three single models. The models are derived by correlating interaction field values iteratively with experimental binding affinities as described previously (eqs 1-3). As exemplarily shown for the HM 1 + 2 + 3 model in Figure S1 in the Supporting Information, the runs converged well within 15 iterations. The results of leave-10-out cross validations are given in Table S3 in the Supporting Information; in all cases, the qL1002 values parallel the q2 values obtained by LOO crossvalidation. The predicted versus actual binding affinities for the PLS analysis of the consensus model HM 1 + 2 + 3 are depicted in Figure 6. First, the influence of the VINFM-based region selection (Figure 2) will be investigated. In the case of HM 1 + 3 and HM 1 + 2 + 3, q2 values are obtained after applying the variable selection, which are 5%-24% larger than the values that have been derived from the unfiltered extended X matrix (for HM 1 + 3: 0.56 vs 0.45; for HM 1 + 2 + 3: 0.60 vs 0.57). In contrast, no significant improvement is observed in the case of HM 1 + 2 and HM 2 + 3. The same trends are also observed if the r2 values of the test-set predictions are considered (see Table 3; data for the unfiltered AFMoCcon models are not shown), as are for the leave-10out cross validation (see Table S3 in the Supporting Information). Thus, the VINFM-based region selection yields



AFMoCcon models with significantly improved predictive power, particularly in those cases where “good” models are combined with those that show less predictive power. In fact, AFMoCcon models derived without variable selection are, in many cases, worse than the best single model used in the combinations (see Tables 5 and 6). Hence, the variable selection process apparently distinguishes successfully explanatory information that is contained in the extended X matrix from noise. At this point, it must be emphasized that it is still a matter of debate whether an improved predictive power, with respect to new molecules not contained in the training set, is achieved if variable selection techniques are applied.87,88 Indeed, in many of the techniques, the variable selection process is guided by computing cross-validation performance estimates of the different variable subsets,60,88 although these internal figures of merit do not necessarily correlate well with the external predictivity of the selected models.82,87,88 However, we do note that no such “cross-validation guided” selection process is pursued in our case. Instead, by taking into account the block structure of the extended X matrix, we only select that column out of the set of equivalent columns Cj (eq 5) that shows the largest contribution to the full model. That way, we expect that the variables selected are of high statistical importance and that the danger of overfitting during variable selection is reduced. When comparing the AFMoCcon models after variable selection (Table 6) to the single models (Table 5), it becomes obvious that the q2 values of the former are comparable to the best single model used in the combination. Intuitively, one would expect that the best model used in the combination also has the greatest contribution to the consensus model. Interestingly, however, as indicated by the average prevalences computed for each model in the extended X matrix, the single models contribute roughly in equal shares (although the prevalences of single ligands can widely vary
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Figure 6. Experimentally determined binding affinities versus fitted predictions obtained by the AFMoC model for the training set of 64 thrombin inhibitors (panel a) or versus predictions for the external test set of 15 thrombin inhibitors (panel b). Results are shown for the consensus model generated from all three homologymodeled protein structures (HM 1 + 2 + 3). In addition to the line of ideal correlation (straight line), deviations by ( 1 logarithmic unit are also indicated (dotted lines).



Figure 7. Prevalences (eq 4) of individual binding modes of the training set ligands obtained for the AFMoCcon model HM 1 + 2 + 3.



among the models (see Figure 7). Hence, even in models of overall lower quality, regions exist that are of higher statistical importance than the equivalent regions in the better models. Combining such statistically important regions as
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in our AFMoCcon approach then means to pick the best information available across single models to be included into the consensus model. In that sense, our approach differs from the “consensus scoring” approaches that have been recently introduced,89,90 which combine information from different sources by averaging over them, regardless of the information quality. In fact, consensus models HM 1 + 2 and HM 1 + 2 + 3 show q2 values of 0.60 and 0.61, respectively, that are significantly higher than that obtained for the AFMoC model using the experimental thrombin structure (0.57; see Table 2). With respect to the external predictivity (Table 3), the AFMoCcon models HM 1 + 2 and HM 1 + 2 + 3 show r2 values of 0.64, which is similar to the value obtained for the experimental thrombin structure (r2 ) 0.65). The deviations between predicted and experimental pKi values are less than 1 order of magnitude in all but four cases (see Figure 6). Thus, including additional information of HM 2 and HM 3 does not deteriorate the robustness of the consensus model, albeit these single models by themselves only show a weak predictivity. For those cases where multiple RSLA are available, this result is encouraging, because it alleviates the need to address the question of which of the RSLA to choose, which inevitably arises if the standard AFMoC approach is applied. Graphical Interpretation of the AFMoCcon Results. As an important means for rational drug design, the graphical interpretation of AFMoCcon models can aid in proposing structural modifications of already known ligands to improve their binding. In this regard, the AFMoCcon approach reveals interesting features. In Figures 8 and 9, the STDEV*COEFF fields (which elucidate regions in the binding pocket of thrombin, where the presence of ligand atoms of types “aromatic carbon” and “amide nitrogen” favors binding) are displayed. In both cases, contour maps are given for the AFMoC model obtained with the ligands aligned in the experimental thrombin structure (panel a)), for the AFMoC models obtained with the single HM (panel b)), and for the AFMoCcon model HM 1 + 2 + 3 (panel c)). In the latter case, the depicted contour maps were obtained by considering separately those regions in the X matrix that have originated from a particular protein in the supermatrix. For reasons of comparison, the same contour level has been applied to display the contour maps for all panels of one figure. As for the standard AFMoC approach,33 first, contour maps of the AFMoCcon model occur at the location of ligand atoms, indicating regions where it is more favorable or disfavorable to place ligand atoms of a giVen type, with respect to binding affinity. This contrasts to generic property fields (e.g., steric or electrostatic) as obtained by CoMFA or CoMSIA. Second, because of a cutoff distance of 6 Å for the DrugScore potentials used to map protein-ligand interactions onto neighboring grid points, solvent-exposed ligand parts will not be considered in the model derivation. This is in contrast to the ligand-based 3D QSAR techniques CoMFA and CoMSIA, which examine interactions to all parts of the ligand. Finally, the contour maps appear contiguous and smoothly connected, which facilitates their interpretation. This is by no means self-evident for the AFMoCcon case, because, upon variable selection, no restraints with regard to preferentially including contiguous grid regions from a single model into the consensus X matrix have been imposed
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Figure 8. AFMoC STDEV*COEFF contour maps showing regions in the thrombin pocket where the presence of aromatic carbon in a ligand will enhance binding. (a) The model was derived using the experimentally determined protein structure. (b) The models were derived using either one of the homology-modeled structures (red, HM1; green, HM2; blue, HM3). The colors of the contour maps coincide with those of the protein structures. (c) The model HM 1 + 2 + 3 was derived by applying the consensus approach introduced in this study. The depicted contour maps were obtained by considering separately only those regions in the consensus X matrix that have originated from a particular protein in the supermatrix. The colors of the contour maps coincide with those of the protein structures. In all cases, the contour level is -0.010.



(as opposed to, e.g., in the GOLPE-guided region selection, where the space around the molecules is partitioned after highly informative X-descriptors have been extracted61). The fact that columns selected from single models originate from connected grid regions nevertheless indicate rather smooth changes of interaction field values in these areas, which is a result of sufficiently smearing particular protein-ligand interactions across neighboring grid points. In the following, the contour maps as obtained by standard AFMoC, using homology-modeled protein structures (Figures 8b and 9b), and by AFMoCcon (Figures 8c and 9c) will be compared to those computed from the experimental protein structure (Figures 8a and 9a). In the case of aromatic carbon (Figure 8), not surprisingly, all three HM show isopleths that coincide with those of the model derived from the experimental structure in the parts of the binding pocket that are structurally conserVed (the S1 and S3/4 pockets). Similarly, these favorable regions are also identified by the AFMoCcon model. Thereby, non-overlapping isopleths of



comparable sizes are obtained from all three HM in the regions where the binding of aromatic moieties is most favorable: Isopleths from HM 1 appear both in the S1 and S3/4 pockets, whereas those of HM 2 (HM 3) appear mostly in the S1 (S3/4) pocket. This is consistent with the finding that, for HM 1, the largest average over prevalences is found in the consensus model (see Table 6), whereas HM 2 and HM 3 are less prevailing. Nevertheless, the result again also visualizes the fact that regions of higher statistical importance may be even found in models of overall lower quality, compared to equivalent regions in overall better models. When considering structurally Varying binding pocket regions, another advantage of AFMoCcon over standard AFMoC of multiple protein structures becomes obvious. As such, the isopleths depicted at the piperidinyl moiety of ligand 24 in the S2 pocket in Figure 8a) (see arrow) is only found by the AFMoC model derived from HM 1. In the other two cases, modeled amino acid side chains of the 60-loop are either too far apart from or too close to this region to
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Figure 9. AFMoC “STDEV*COEFF” contour maps showing regions in the thrombin pocket where the presence of amide nitrogen in a ligand will enhance binding. (a) The model was derived using the experimentally determined protein structure. (b) The models were derived using either one of the homology-modeled structures (red, HM1; green, HM2; blue, HM3). The colors of the contour maps coincide with those of the protein structures. (c) The model was derived by applying the consensus approach introduced in this study to HM1, HM2, and HM3. The depicted contour maps were obtained by considering separately only those regions in the consensus X matrix that have originated from a particular protein in the supermatrix. The colors of the contour maps coincide with those of the protein structures. In all cases, the contour level is -0.037.



exhibit favorable interactions to the ligands. Using solely a “wrong” HM in a standard AFMoC approach, one would have missed this information. In the AFMoCcon model, the S2 pocket is identified again as being favorable for aromatic interactions, albeit less pronounced than in the model of the experimental thrombin structure (i.e., at a lower contour level than that shown in Figure 8c). In a similar way, favorable interactions to amide nitrogens (Figure 9) that are identified by only one AFMoC model in the case of homology-modeled protein structures, when compared to the AFMoC model of the experimental protein structure, are displayed jointly in the case of the AFMoCcon model. In our opinion, these findings clearly favor the use of AFMoCcon also for the graphical interpretation of the models when multiple RSLA are available. Taken together, one can anticipate using AFMoCcon as an adjustable tailor-made scoring function for the prediction of binding affinities of novel ligands in the following way. Based on lead compounds found with a generally valid



scoring function such as DrugScore and subsequently collected experimental energetic and structural data, an initial AFMoCcon model is generated. Here, conformational variability of the protein structure and/or structural inaccuracies of modeled structures can already be considered. By interpreting the STDDEV*COEFF contour maps, bindingenhancing modifications of the current ligands are suggested, based on chemically intuitive atom-type information. Binding affinities of novel ligand candidates are then predicted as described previously, and successful candidates are subsequently tested experimentally. This information is again fed back into the AFMoCcon model, resulting in an iterative process that steadily adjusts the model according to increasing knowledge about the target under investigation. CONCLUSION



We have developed a new approach (consensus adaptation of fields for molecular comparison, AFMoCcon) that allows one to consider ligand and receptor conformational variability
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in a tailor-made scoring function. The development was motivated by the need to account for the receptor flexibility observed in experimental complex structures or structural inaccuracies of modeled receptors in structure-based drug design. Furthermore, the method partially alleviates the “alignment problem” frequently encountered in threedimensional quantitative structure-activity relationship (3D QSAR) applications. AFMoCcon makes use of ensembles of (modeled or experimentally determined) receptor structureligand alignments (RSLAs). AFMoCcon models are then derived by adapting knowledge-based interaction fields using structural and energetic information about known receptorligand complexes. For this, partial least-squares (PLS) regression analysis considering multimode binding (MMB), together with a variable-influence-on-the-model (VINFM)based region selection is applied. The AFMoCcon results can be interpreted in terms of contour plots that aid in proposing variations of the ligand structure to improve ligand binding affinity. Similarly, the adapted interaction fields can be used together with the original ones to score novel ligands in the realm of the consensus model. We validated our approach on a data set of thrombin inhibitors. Initially, using ligands aligned in an experimental thrombin structure as a benchmark system, a significant adaptation of fields for molecular comparison (AFMoC) model was obtained, with respect to both internal and external predictivity. Convincingly, when ligands are aligned in homology-modeled thrombin structures, a robust AFMoC model also could be obtained in one case. Yet, no relationship between the overall quality of the homology model and the AFMoC model quality could be observed, rendering the a priori choice of a single receptor structure a difficult task. Applying the newly developed AFMoCcon approach that considers all available RSLAs instead circumvents this problem. Note that, in this manner, AFMoCcon models were obtained that (i) show a comparable internal and external predictivity, similar to the best single model (derived either from the experimental structure or an homology model); (ii) show contributions to the consensus model by the single models in roughly equal shares; and (iii) allow one to graphically identify important regions in the binding pocket that would have been missed if a “wrong” single model had been used. As further advantages, no principle limitations, with respect to the number of different RSLAs considered by AFMoCcon exist, and the approach should be applicable to also tailor objective functions for docking, similar in spirit to the AFMoCobj approach,36 allowing one to account implicitly for protein flexibility during the docking process. Overall, we are convinced that this method provides an im portant step toward incorporating ligand and receptor conformational variability into tailor-made scoring and objective functions for structure-based drug design. Particularly, in cases such as G-protein-coupled receptors, AFMoCcon is expected to be of great value. Here, a plethora of ligand information exists that can be used for training, but experimentally determined protein structures with high sequence similarity to pharmacologically important targets are missing, thus, resulting in rather large uncertainties in homologymodeled structures.
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